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Abstract

The cross-section measurement of top-quark pair production in association with a photon (tt̄γ) probes
the electromagnetic coupling of the top quark. The inclusive and differential fiducial cross sections
of tt̄γ are measured with the data collected by the ATLAS detector from proton-proton collisions at
the Large Hadron Collider, at the centre-of-mass energy of

√
s = 8 TeV, with a corresponding integ-

rated luminosity of 20.2 fb−1, and at the centre-of-mass energy of
√

s = 13 TeV, with a correspond-
ing integrated luminosity of 36.1 fb−1. The measurements are performed in the single-lepton final
state. Signal events in the

√
s = 8 (13) TeV measurement are selected by requiring one photon with

a transverse momentum of pT > 15 (20) GeV, one isolated electron or muon, and at least four jets
where at least one of them is originated from a b-quark. The fiducial region is defined to be close to
the selection requirements. The inclusive cross-sections in

√
s = 8 and 13 TeV are measured to be

139± 7 (stat.)± 17 (syst.) fb and 521± 9 (stat.)± 41 (sys.) fb, respectively, in agreement with the corres-
ponding next-to-leading-order theoretical predictions of 151 ± 24 fb and 495 ± 99 fb. The differential
cross-sections are measured as a function of transverse momentum and absolute pseudorapidity of the
photon, in both

√
s = 8 and 13 TeV data-sets, and as a function of the angular distance between the

photon and the lepton in the
√

s = 13 TeV data-set. All differential measurements are in agreement with
the theoretical predictions at next-to-leading-order accuracy.
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Zusammenfassung

Durch die Messung des Wirkungsquerschnitts eines Top-Quark-Paares in Verbindung mit einem Pho-
ton (tt̄γ) kann die elektromagnetische Kopplung eines Top-Quarks erforscht werden. Die Messung des
inklusiven und diffrerenziellen Fiduzialquerschnitts wird anhand von Daten, die durch eine Proton-
Proton-Kollision produziert und im ATLAS-Detektor erhoben werden durchgeführt. Die Massenschwer-
punktenergie beträgt

√
s = 8 TeV mit einer integrierten Luminosität von 20.2 fb−1 beziehungsweise√

s = 13 TeV mit einer integrierten Luminosität von 36.1 fb−1. Die Messungen wurden im Single-
Lepton Final-State durchgeführt. Die Signalereignisse in den

√
s = 8 (13) TeV Messungen wurden

so selektiert, dass ein Photon mit einer Querdynamik (transverse momentum) von pT > 15 (20) GeV,
ein isoliertes Elektron oder Muon und mindestens vier Jets vorhanden sind. Mindestens einer dieser
Jets muss von einem b-quark entstanden sein. Die Fiduzialregion ist durch die Selektionsanforderungen
definiert. Der inklusive Wirkungsquerschnitt wurde bei der

√
s = 8 und der 13 TeV Messungen mit

139 ± 7 (stat.) ± 17 (syst.) fb beziehungsweise 521 ± 9 (stat.) ± 41 (sys.) fb gemessen. Die gemessenen
Werte sind in guter Übereinstimmung mit theoretischen Vorhersagen von 151 ± 24 fb beziehungsweise
495±99 fb. Die differenziellen Wirkungsquerschnitte werden in beiden Messungen (

√
s = 8 und 13 TeV)

als Funktion des Transversalimpulses beziehungsweise der absoluten Pseudorapidität des Photons und
für
√

s = 13 TeV zusätzlich als die Funktion des Abstands zwischen dem Photon und dem Lepton
gemessen. Die Messungen sind in guter Übereinstimmung mit theoretischen Vorhersagen mit einer Ge-
nauigkeit in der nächsthöheren Reihenfolge.
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CHAPTER 1

Introduction

Particle physics tries to answer the question of what the fundamental constituents of matter are and
how they interact. The Standard Model has been so far the most successful theory of particle phys-
ics. It classifies all the known elementary particles and describes their interactions via three of the four
fundamental forces: the electromagnetic, weak and strong force. The tremendous success of the Stand-
ard Model to provide remarkable predictions and describe a large amount of experimental data, has
secured its place as the most accepted theory among the particle physicists. Yet, it leaves behind some
unanswered questions and unexplained phenomena, strengthening the belief that it is only an approx-
imation to a more complete theory. Thus, it is important to experimentally test the predictions of the
Standard Model to the best possible accuracy and search for deviations hinting to Beyond the Standard
Model theories.

Among the most intriguing particles in the Standard Model is the top quark, which is the heaviest of
all known elementary particles. Its large mass implies a strong coupling to the Higgs boson. Its mass
is very close to the electroweak symmetry breaking scale, which has raised speculations about its role
in the mechanism of electroweak symmetry breaking. Due to its very short lifetime, the top quark is
the only quark that decays before it has a chance to form a hadron. All these unique features make
the top quark an interesting subject of scientific research. More specifically, top quark physics plays an
important role in the search for new physics beyond the Standard Model.

In the past 24 years since the discovery of the top quark [1, 2], considerable advances have been
made in understanding its properties. Nevertheless, there are still some of the top quark properties
that are not experimentally determined. In particular, the electroweak coupling of the top quark to the
photon has not yet been directly measured. At the Large Hadron Collider, the top-photon coupling can
be probed through studying the production of a top-quark pair in association with a photon (tt̄γ). Any
deviation from the Standard Model predicted top-photon coupling manifests itself in the deviations in
the measured cross section or kinematic distributions of the tt̄γ process. The cross-section measurement
of the tt̄γ process is sensitive to several new physics models, such as anomalous dipole moments of the
top quark [3–5], composite top quarks [6], and some of the Wilson coefficients in top-quark effective
field theories [7].

This thesis presents two tt̄γ measurements, both using the data collected by the ATLAS detector from
proton-proton collisions in the Large Hadron Collider. The first measurement is performed with the
data collected in 2012 in run-1 of data taking, at a centre-of-mass energy of

√
s = 8 TeV, corresponding

to an integrated luminosity of 20.2 fb−1. The second measurement uses the data collected in 2015
and 2016 in run-2 of data taking, at a centre-of-mass energy of

√
s = 13 TeV, with a corresponding

36.1 fb−1 integrated luminosity. Both measurements are performed in the single-lepton decay channel

1



Chapter 1 Introduction

of tt̄γ, where one of the W bosons resulting from the decay of a top quark decays into a lepton (electron
or muon) and a neutrino and the other W boson into two quarks. In both analyses, the inclusive and
differential cross sections of tt̄γ are measured in fiducial phase spaces within the detector acceptance,
chosen to be as close as possible to the phase spaces defined by the selection requirements. For short,
throughout the thesis the two measurements are referred to by the centre-of-mass energy of the data-set
they used.

The thesis is structured as follows. Chapters 2 to 6 provide material which is relevant for both of
the analyses. In Chapter 2, the theoretical context is introduced. This includes an overview of the
Standard Model of particle physics, the proton-proton interactions, the top quark, and the tt̄γ process.
The Large Hadron Collider and the ATLAS detector are described in Chapter 3. Chapter 4 reviews
the reconstruction procedure and definitions of the used physical objects. The experimental data and
simulated samples are described in Chapter 5. In Chapter 6, the definitions of cross sections, together
with a description of the likelihood function are given. Chapters 7 and 8 are devoted to the tt̄γ cross-
section measurement in 8 TeV and in 13 TeV, respectively. Finally, Chapter 9 provides a summary of
the two analyses and conclusions.

The results of the two analyses presented in Chapters 7 and 8 have been published by the ATLAS
Collaboration in Refs. [8, 9]. The key contributions of the author of the thesis in each of the analyses
are explicitly mentioned at the beginning of Chapters 7 and 8. For any results that are not originally
performed or repeated by the author, citations are made. The author has also contributed in the develop-
ment of photon reconstruction in ATLAS for run-2 of data taking, the detail of which can be found in
Section 4.5.

Throughout this thesis natural units (ℏ = c = 1) are used.

2



CHAPTER 2

Theoretical Context

This chapter introduces the theoretical framework of the analyses presented in this thesis. The theoretical
aspects underlying this thesis can all be described by the Standard Model of particle physics, a theory
that describes the dynamics of subatomic world. Throughout Section 2.1, the basic concepts of the
Standard Model are outlined. In Section 2.2, general features of the high energy proton-proton collisions
occurring at the Large Hadron Collider (LHC) are explained. Physics of the top quark is the cornerstone
of this thesis. In this regard, Section 2.3 gives a brief overview on the top quark. Finally, the theoretical
aspects of the main focus of this thesis, the tt̄γ production, are given in Section 2.4.

2.1 The Standard Model of Particle Physics

The Standard Model (SM) of particle physics is a renormalisable Quantum Field Theory (QFT) that
categorises all known elementary particles1 and describes the interactions among them. Since its devel-
opment in the 1960’s, the SM has been thoroughly tested and has been very successful in describing a
large variety of phenomena in particle physics, with high precision.

Each elementary particle in the SM is described by a field extending through space. The SM provides
a description of three of the four fundamental forces - strong, electromagnetic and weak - which govern
the dynamics of the elementary particles. The particle content of the SM and some description of the
three forces are outlined in Section 2.1.1.

The SM is a gauge theory based on the invariance under the symmetry group:

G = S U(3)C ⊗ S U(2)L ⊗ U(1)Y , (2.1)

where S U(3)C is the symmetry group of the strong interaction and S U(2)L ⊗ U(1)Y corresponds to
the electroweak interaction, a unification of the electromagnetic and the weak interactions. On the re-
quirement that the system remains unchanged under the local gauge transformations above, all three
interactions are derived. This is discussed in Sections 2.1.2, 2.1.3, and 2.1.4, while Section 2.1.5 dis-
cusses how breaking the symmetry provides mass for the particles.

The symmetry principles postulated in the SM imply the existence of associated conserved charges,
according to Noether’s theorem. The conserved charge associated with the S U(3)C symmetry is called
colour. The S U(2)L ⊗ U(1)Y symmetry is associated to conservation of weak isospin, I, and weak
hypercharge, Y , which are related to the electric charge, Q, by Q = I3 +

Y
2 , where I3 is the third

1 Elementary particle refers to a point-like particle with no internal structure, characterised by a unique set of quantum
numbers.

3



Chapter 2 Theoretical Context

component of the weak isospin. In the symmetry group of Equation 2.1, the subscripts C and Y refer to
colour and hypercharge, respectively, while L indicates "left-handedness" as weak isospin acts only on
left-handed fields.

This Section cannot attempt to give a full review of the SM. There are many textbooks and reviews
that cover this subject throughly, such as Refs. [10–14] on which this Section is based.

2.1.1 Particle Content and the Forces

According to the SM, matter is composed of fermions (half-integer spin particles). For each fermion
there also exists an antiparticle with the same mass and spin, but opposite sign electric charge and
additive quantum numbers. The gauge fields corresponding to the strong and electroweak interactions
represent bosons (integer spin particles). Interactions between the fermions are mediated by exchanging
gauge bosons.

There are twelve flavours (or types) of fermions, classified into six quarks and six leptons. This
classification is according to the transformation properties of the fermions under the S U(3)C group.
Quarks are the triplets of the S U(3)C group and carry colour charges. The six quark flavours are: up (u),
charm (c) and top (t) which are referred to as up-type quarks and have an electric charge of2 Q = +2/3,
down (d), strange (s) and bottom (b) which form the so-called down-type quarks and carry an electric
charge of Q = −1/3. Leptons are the singlets of the S U(3)C group and are colourless. They consist
of electron (e), muon (µ) and tau-lepton (τ), all carrying an electric charge of Q = −1, and three
corresponding neutrinos (νe, νµ, ντ) that are electrically neutral. Figure 2.1 summarises the approximate
masses and some quantum numbers of the quarks and leptons.

Quarks and leptons can furthermore be organised into three generations or families. Each lepton
generation forms a doublet of an electrically charged lepton and its corresponding neutrino, and each
quark generation is a doublet of an up-type and a corresponding down-type quark. They can be seen
in Figure 2.1 as well. Going from the first to the third generation, the particle masses increase, except
for the neutrinos which are (almost) massless in all generations. All visible stable matter is in fact only
made up of the first generation of fermions, in form of the u- and d-quarks that constitute protons and
neutrons in the atomic nuclei, and the electrons that are bound to the nuclei. The particles in higher
generations are not stable and decay into lighter particles.

Each quark flavour comes in three colour charges, labeled as red (R), green (G), and blue (B), and each
antiquark carry an anti-colour (R̄, Ḡ, B̄). But experiments suggest that all free particles are colourless.
Therefore, quarks and antiquarks can only exist in colourless bound states called hadrons. This is
known as the colour confinement, explained more in Section 2.1.3. Hadrons are distinguished into two
categories: mesons which are bound states formed from a quark and an antiquark that respectively carry
a colour and its corresponding anti-colour, and baryons which consist of three quarks or three antiquarks
carrying three different (anti-)colours. This introduces an additive and conserved quantum number in
the SM, called the baryon number (B). Its value is 1/3 for quarks and −1/3 for antiquarks, resulting to
B = 1 for baryons, B = −1 for antibaryons, and B = 0 for mesons.

Leptons are also assigned an additive quantum number, the lepton number (L). It has a value of L = 1
for leptons, L = −1 for antileptons, and L = 0 for the rest of the fundamental particles. In addition, each
lepton generation is assigned with a lepton family number (Le, Lµ and Lτ) which is equal to 1 and −1 for
the charged lepton and neutrino of that family, respectively, and 0 for any particle outside of that family.
In the SM, both overall and family lepton numbers are conserved3. This means that in any interaction,

2 The electric charges are all stated in units of the elementary charge e.
3 While the lepton number is absolutely conserved, neutrino oscillations violates the lepton family number conservation. The

neutrino oscillations, which is a phenomenon beyond the SM, is the only known cross-generation mixing among the
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Figure 2.1: Particle content of the SM. The masses are taken from Ref. [15] and are subject to reevaluation. They
are rounded to fit in the figure. The particles that participate in or mediate each of the three interactions are
marked.

the number of leptons from a same family remains the same.
The electromagnetic force is responsible for attracting the electrons to atomic nuclei and holding the

atoms together. All particles that carry an electric charge can participate in electromagnetic interactions.
Therefore, neutrinos are the only fermions that do not interact electromagnetically. Photon is the gauge
boson that mediates the electromagnetic interaction. It is massless and electrically neutral. The fact that
the photon is massless accounts for the long range of the electromagnetic force.

The strong force is responsible for binding the quarks together into hadrons and forming the atomic
nuclei. Only the particles that carry colour can participate in the strong interactions, and among fer-
mions that is only quarks. The corresponding gauge bosons of the strong force are eight massless and
electrically neutral gluons. Gluons themselves carry colour charge, therefore they interact strongly also
among themselves. Since the colour charge must be conserved in a gluon exchange, gluons carry simul-
taneously colours and anti-colours in eight possible combinations4. Although gluons are massless, but

leptons. Nevertheless, it indicates that the conservation of lepton family number is not absolute.
4 With three colours and three anti-colours, one expects nine combinations. But one of them is the colour singlet state

1√
3
(RR̄ + BB̄ + GḠ) which has to be excluded, since it does not carry any net colour. The remaining eight states can be

written as: RB̄, RḠ, BḠ, BR̄, GR̄, GB̄, 1√
2
(RR̄ − BB̄) and 1√

6
(RR̄ + BB̄ − 2GḠ). Note that the way in which these eight

states are constructed from colours and anti-colours is a matter of convention and there are many ways of presenting these
states.
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Chapter 2 Theoretical Context

the long distance behaviour of the strong force is different than the electromagnetic force, due to the
gluon self-interactions. This is explained in Section 2.1.3.

The weak force is responsible for the radioactive decay of nuclei. All fermions feel the weak inter-
action. The weak interaction is mediated by two charged gauge bosons, the W+ and W− bosons with
Q = +1 and −1 respectively, and the neutral Z boson. Unlike photon and gluons, the gauge bosons of
the weak interaction are massive. This makes the range of weak force limited to the subatomic distances
(∼ 10−18 m). The charged current weak interactions are mediated by the W± bosons and involved in
transitioning the flavours between up-type quarks and down-type quarks or between charged leptons and
neutrinos. The neutral current weak interaction is mediated by the Z boson and conserves the flavour.
Since W± carry electric charge, they can couple to a photon, but the electrically neutral Z boson can not.
Similar to gluons, the W± and Z bosons interact among each other5.

The S U(2)L group, which is related to the weak interaction, represents a chiral symmetry. The weak
interaction violates parity, since only left-handed fermions (or right-handed antifermions)6 take part in
the charged current weak interactions. This arranges the fermions into left-handed doublets, carrying
a weak isospin of I = 1/2, and right-handed singlets, corresponding to I = 0 value. The left- and
right-handed representations of fermions are summarised in Table 2.1, alongside some of their quantum
numbers. The lepton and quark doublets in each generations form a left-handed representation, where
the third component of weak isospin for the charged leptons is I3 = −1/2 and for the neutrinos is
I3 = +1/2, and up- and down-type quarks take I3 values of +1/2 and −1/2 respectively. However, in
the left-handed quark doublets, the weak eigenstates of the down-type quarks (d′, s′, and b′) are linear
combinations of their mass eigenstates (d, s, and b). This is explained in Section 2.1.4. There are no
right-handed neutrinos (or left-handed antineutrinos) in the SM.

I I3 Y Q

Leptons

(
νe
e

)
L

(
νµ
µ

)
L

(
ντ
τ

)
L

1
+1/2 −1 0
−1/2 −1 −1

eR µR τR 0 0 −2 −1

Quarks

(
u
d′

)
L

(
c
s′

)
L

(
t

b′

)
L

1
+1/2 +1/3 +2/3

−1/2 +1/3 −1/3

uR cR tR 0
0 +4/3 +2/3

dR sR bR 0 −2/3 −1/3

Table 2.1: The left-handed and right-handed representations of leptons and quarks, and their electroweak quantum
numbers.

In addition to the mentioned gauge bosons, which are vector gauge fields (spin 1), the SM also
includes a massive neutral scalar boson (spin 0), the Higgs boson. Higgs boson delivers mass to the
elementary particles through a mechanism of spontaneous symmetry breaking. Thus, the Higgs boson
couples to all particles that have mass, including itself.

5 Note that a ZZZ vertex is absent in the SM, as explained in Section 2.1.4.
6 Fermions can be divided into left- and right-handed chirality eigenstates. The momentum of a left-handed particle is anti-

parallel to its spin, and for a right-handed particle it is parallel to its spin.

6



2.1 The Standard Model of Particle Physics

2.1.2 Quantum Electrodynamics

The first piece of the SM to reach a mature form was the Quantum Electrodynamics (QED), which
describes interactions of photons with charged fermions.

A free fermion of mass m is describes by the Dirac Lagrangian:

LDirac = ψ̄(x)(iγµ∂µ − m)ψ(x) , (2.2)

where ψ(x) is the 4-component spinor representing the fermion field, ψ̄(x) = ψ†(x)γ0 is its adjoint,
and γµ (µ = 0, 1, 2, 3) are the γ-matrices. The Dirac Lagrangian is invariant under the global U(1)
transformation 7:

ψ(x) → ψ′(x) ≡ eiθψ(x) ; θ ∈ R
LDirac → LDirac . (2.3)

But it is not invariant under the local U(1) transformation, where the phase factor θ depends on the
space-time coordinate (θ = θ(x)):

ψ(x) → ψ′(x) ≡ eiθ(x)ψ(x)

LDirac → LDirac − ψ̄(x) γµ ∂µθ(x)ψ(x) . (2.4)

A local gauge invariance can be established by adding a new spin-1 field Aµ(x) to the Lagrangian, to
cancel out the unwanted extra term in Equation 2.4. This new vector field transforms as:

Aµ(x) → A′µ(x) ≡ Aµ(x) +
1
e
∂µθ(x) . (2.5)

By defining the covariant derivative based on the vector field Aµ(x):

Dµ ≡ ∂µ − ieAµ(x) , (2.6)

which has the desired transformation property of:

Dµψ(x) → (Dµψ)′(x) ≡ eiθ(x)Dµψ(x) , (2.7)

and then replacing ∂µ in Equation 2.2 with Dµ, the Lagrangian turns into:

L = iψ̄(x)γµDµψ(x) − mψ̄(x)ψ(x)

= LDirac − eψ̄(x)γµAµ(x)ψ(x) (2.8)

which is now invariant under local U(1) transformation. Requiring the local gauge invariance added
an interaction term to the Lagrangian between a fermion with charge e and an external electromagnetic
four-potential Aµ. The external potential field can be regarded as a true propagator field (a physical
particle) if a proper gauge-invariant kinematic term for it is added to the Lagrangian. The required term
is:

LKin ≡ −
1
4

Fµν(x)Fµν(x) , (2.9)

7 The family of phase transformations U(θ) = eiθ form a unitary abelian group U(1). The phase factor θ can run continuously
over real numbers. It is unmeasurable, has no physical meaning, and can be chosen completely arbitrarily. But once it is
fixed, the value is for all space-time; hence the name global.
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Chapter 2 Theoretical Context

where
Fµν(x) ≡ ∂µAν(x) − ∂νAµ(x) (2.10)

is the electromagnetic field strength tensor. The LKin is invariant under local U(1) transformation, but a
mass term for the vector field (like 1

2 m2Aµ(x)Aµ(x)) violates the invariance and is prohibited. Thus, the
photon, being the corresponding gauge boson to Aµ(x) field, is massless.

Adding Equation 2.9 to Equation 2.8, the full Lagrangian of QED can be written:

LQED = iψ̄(x)γµ∂µψ(x) − mψ̄(x)ψ(x)︸                              ︷︷                              ︸
free fermion

− eψ̄(x)γµψ(x)Aµ(x)︸                 ︷︷                 ︸
photon-fermion interaction

− 1
4

Fµν(x)Fµν(x)︸            ︷︷            ︸
free photon

. (2.11)

Additional fermions can be added to the theory simply by adding their corresponding Dirac and interac-
tion terms to the Lagrangian.

The QED Lagrangian gives rise to the well-known Maxwell equations:

∂µFµν = Jν , (2.12)

where Jν ≡ eψ̄(x)γνψ(x) is the conserved electromagnetic current, and Q ≡
∫

d3x J0(x) is the corres-
ponding conserved charge. This is a remarkable result, simply achieved by requiring a local gauge
invariance.

The interaction term in LQED is illustrated by the Feynman diagram in Figure 2.2. The charge e
which characterises the strength of the interaction is an arbitrary constant in this theory. The associated
electromagnetic coupling, or fine structure constant α = e2

4π , is determined experimentally. Its value
is α ≈ 1

137 with e being the charge of an electron (i.e. elementary charge). The smallness of the
electromagnetic coupling strength allows to perform perturbative QED calculations.

 µ(x)

 ̄µ(x)

�ie�µ Aµ(x)

Figure 2.2: Feynman diagram for the QED vertex.

2.1.3 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theoretical description of the strong interactions among quarks
and gluons. Following the successful QED prescription (Section 2.1.2), the Lagrangian of QCD is
obtained by requiring symmetry under local S U(3)C gauge transformations.
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2.1 The Standard Model of Particle Physics

In the following, the quark fields are denoted by qαf with α = 1, 2, 3 being the colour index and
f = 1, ..., 6 the flavour index. For simplicity, the vector representation of the quark fields in the colour
space is used:

q f =


q1

f

q2
f

q3
f

 . (2.13)

The Lagrangian that describes a free quark of flavour f with the mass m f has a similar structure to
Equation 2.2:

L0 = q̄ f (x)(iγµ∂µ − m f )q f (x) . (2.14)

The S U(3) transformation in colour space can be written as:

qαf (x) → (qαf (x))′ ≡ Uα
β qβf (x) , (2.15)

with U denoting the unitary 3 × 3 matrices of the form:

U = eiθa
λa
2 , (2.16)

where a sum over repeated colour indices is applied. The λa (a = 1, ..., 8) are the eight generators of the
S U(3) group 8, known as Gell-Mann matrices. They are traceless and satisfy the commutation relation
[λa, λb] = i fabcλc, where the structure constants fabc are real and fully antisymmetric under interchange
of any pair of indices. This manifests the non-abelian nature of the QCD theory.

The Lagrangian L0 is invariant under the global S U(3) transformation, i.e. when the eight phase
parameters are arbitrary real constants (θa ∈ R). In analogy to QED, to impose an invariance under the
local S U(3)C gauge transformation, i.e. when θa = θa(x), new vector gauge fields Ga

µ(x) and covariant
derivative Dµ are needed:

Dµ ≡ ∂µ − igs
λa

2
Ga
µ(x) , (2.17)

where gs is the strong coupling constant. Note that since there are eight independent gauge paramet-
ers, eight different gauge fields are needed. The Ga

µ(x) gauge fields represent the eight gluons. They
transform as:

Ga
µ(x) → (Ga

µ)′(x) ≡ Ga
µ(x) +

1
gs
∂µθ(x) − fabcθ(x)Ga

µ(x) . (2.18)

The last term that involves the gluon field itself was not present for the photon field in Equation 2.5.
This comes from the non-abelian structure of the S U(3) group, in contrast to the abelian structure of
U(1). Replacing ∂µ in Equation 2.14 by Dµ, and adding a kinematic term for gluons based on the gluon
field strength tensor of the form:

Ga
µν(x) = ∂µG

a
ν(x) − ∂νGa

µ(x) − gs fabcG
b
ν(x)Gc

ν(x) , (2.19)

8 A U(N) group is formed of unitary N×N matrices and has N2 generators. The S U(N) denotes a special unitary group where
the group is restricted by fixing the determinant of the unitary N × N matrices to one, and therefore has N2 − 1 generators.

9



Chapter 2 Theoretical Context

one gets the QCD Lagrangian:

LQCD =
∑

f

[iq̄ f (x)γµ∂µq f (x) − m f q̄ f (x)q f (x)]︸                                           ︷︷                                           ︸
free quark

− gs

∑
f

q̄ f (x)γµ
λa

2
q f (x)Ga

µ(x)︸                               ︷︷                               ︸
quark-gluon interaction

− 1
4

Ga
µν(x)Gµν

a (x)︸             ︷︷             ︸
gluon-gluon interaction

. (2.20)

Similar to photons, mass terms for gluons are forbidden as they violate the invariance. The second
part of the Lagrangian represents the colour interaction between quarks and gluons, illustrated by the
Feynman diagram in Figure 2.3(a). The last term of the Lagrangian is not purely kinematic, unlike the
similar term for photons in Equation 2.11. Owing to the non-abelian character of the theory, this term
contains orders of gsG

3 and g2
sG

4. This indicates gluon self-interactions of 3- and 4-gluon vertices,
as shown in Figures 2.3(b) and 2.3(c) respectively. Gluon self-interaction reflects the fact that gluons
themselves carry colour charge.

q↵

q
�

gs

�a
↵�
2 �µ

Ga
µ

(a)

Ga
µ

Gb
⌫

Gc
�

gsfabc

(b)

Gb
µ

Gc
⌫

Gd
⇢

Ge
�

g2
s
f
abc

f
ade

(c)

Figure 2.3: Feynman diagrams for the QCD vertices.

All interactions in Equation 2.20 are given in terms of a single universal coupling constant gs, while
in QED it was possible to assign arbitrary electromagnetic charge to each different fermion. All colour-
triplet quark flavours couple to the gluons with exactly the same strength. This is also a result of the
non-abelian structure of QCD.

Asymptotic freedom, quark confinement, and the running coupling constants

The most important consequences of gluons self-interactions are the asymptotic freedom and colour
confinement, which can be understood in terms of running coupling constant. Despite the name, the
coupling constants in the SM depend on the separation distance between the interacting particles, or
equivalently, on the energy scale Q2. They are said to ’run’ with energy.

In QED, the effective coupling gets weaker at larger distances (lower energies), due to the vacuum
polarisation which screens each charge. Its aforementioned value ∼ 1

137 is in fact a measure at Q2
= 0

(far distance, fully screened charge). At an energy scale around the W boson mass (Q2 ≈ m2
W) the value

is ∼ 1
128 [15]. Since the QED coupling variation over the accessible energy range is small, the value
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2.1 The Standard Model of Particle Physics

α(0) = 1
137 is sufficient for most purposes.

In QCD, however, the strong coupling (αs =
g2

s
4π ) has an opposite behaviour. The virtual quark-

antiquark pair productions act similar to the vacuum polarisation in QED, screening the colour charge.
But there are more contributions in QCD because of the gluons self-interaction. The gluon contributions
work in the other direction and have an anti-screening effect9. The anti-screening effect is in fact dom-
inant, therefore the strong coupling constant decreases with increasing energy (decreasing distances).

As a result, at very short distances (large energy scale) the effective strong coupling becomes quite
small and vanishes asymptotically. This makes the quarks to behave almost like free particles within the
hadrons. The phenomenon is known as asymptotic freedom.

On the other hand, if two quarks are pulled apart (decreasing energy), αs(Q
2) becomes larger and

larger as they separate further. Eventually, the energy needed to pull them further apart is enough to
create a quark-antiquark pair from the vacuum. Therefore, the quarks are pulled into confined states.
This is known as colour confinement, and is the reason that particles which carry colour charge (quarks
and gluons) do not appear as free particles.

Unlike the QED coupling, the variation of αs over the accessible energy range is substantial. Its
value at the scale of Z boson mass (Q2

= m2
Z) is αs ≈ 0.1181(11) [15]. This is small enough to

allow a perturbative treatment of QCD. In low energy scales though, QCD is non-perturbative, as the
perturbation expansions in αs do not converge.

2.1.4 Electroweak Theory

The weak interaction is substantially weaker than both strong and electromagnetic interactions. While
the lifetimes of the particles decaying through strong and electromagnetic interactions are in the order
of ∼ 10−23 s and ∼ 10−16 s respectively, particles that decay by weak interaction live much longer.
For example, the muon which decays inclusively via weak interaction (µ− → e−ν̄eνµ) has a lifetime of
2.1969811(22) × 10−6 s [15].

The weak interaction was interpreted by Fermi in the 1930’s as a four-fermion interaction with a
strength given by the Fermi constant GF . Today it is better understood in terms of the electroweak
theory. The electroweak theory unifies the electromagnetic and weak interactions. It was first proposed
by Glashow [17] in 1961 and completed by Weinberg [18] and Salam [19] in 1967. The electroweak
theory considers the electromagnetic and weak forces the results of a spontaneous symmetry breaking.

As mentioned in Section 2.1.1, experiments have shown that the weak interaction violates parity, as
only left-handed fermions (or right-handed antifermions) couple to W± bosons. The left-handed fermi-
ons appear in doublets and the right-handed ones in singlets. The S U(2) group is the simplest choice
for a symmetric group with doublet representation. To include the electromagnetic interactions, an ad-
ditional U(1) group is also needed (see Section 2.1.2). Thus, the symmetry group of the electroweak
theory is S U(2) ⊗ U(1).

The spinor field ψ(x) that describes a fermion can be separated into left- and right-handed components,
using the projection operators PL and PR:

PL/Rψ(x) =
1
2

(1 ∓ γ5)ψ(x) = ψL/R(x) , (2.21)

where the subscripts L and R always denote the left- and right-handed, respectively, and γ5 = iγ0γ1γ2γ3.

9 A nice illustration can be found in Ref. [16].
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Considering only one family of quarks for simplicity, the following notation is used:

ψ1(x) =
(
qu
qd

)
L
, ψ2(x) = quR, ψ3(x) = qdR , (2.22)

where qu(x) and qd(x) represent the spinor fields of the up- and down-type quarks, respectively. All the
following discussions are valid for the lepton sector as well; one just have to replace in the notation of
Equation 2.22 the qd(x) with a charged lepton spinor field (l(x)) and the qu(x) with its corresponding
neutrino (νl(x)).

The free Lagrangian is written as:

L0 =

3∑
j=1

iψ̄ j(x)γµ∂µψ j(x) , (2.23)

and is invariant under the global gauge transformations of the S U(2)L⊗U(1)Y group. The fermion mass
terms are not included in the Lagrangian as they would mix the left- and right-handed fields and spoil
the invariance.

The gauge transformations of the S U(2)L ⊗ U(1)Y group act as:

ψ1(x) → ψ′1(x) ≡ eiy1βULψ1(x) ,

ψ2(x) → ψ′2(x) ≡ eiy2βψ2(x) , (2.24)

ψ3(x) → ψ′3(x) ≡ eiy3βψ3(x) .

The S U(2)L transformation acts only on the doublet field ψ1(x) through the 2 × 2 unitary matrices UL:

UL = eiαa
σa
2 , (2.25)

where σa (a = 1, 2, 3) are the three generators of the S U(2) group, known as Pauli matrices. Same as
QCD, this is a non-abelian gauge symmetry since σa are non-commutative: [σa, σb] = 2iϵabcσc. The
U(1)Y transformation is a simple phase transformation as in QED (Equation 2.3) and in analogy, the
parameters yi are called hypercharges.

Requiring the Lagrangian to hold its invariance locally, i.e. when αa = αa(x) (a = 1, 2, 3) and
β = β(x), introduces four new vector gauge fields Wa

µ(x) (a = 1, 2, 3) and Bµ(x), and covariant derivative
Dµ that acts on the fields as:

Dµψ1(x) ≡ [∂µ + ig
σa

2
Wa
µ(x) + ig′y1Bµ(x)]ψ1(x) ,

Dµψ2(x) ≡ [∂µ + ig′y2Bµ(x)]ψ2(x) , (2.26)

Dµψ3(x) ≡ [∂µ + ig′y3Bµ(x)]ψ3(x) ,

where g and g′ are the coupling constants of S U(2)L and U(1)Y respectively. Similar as in QED, the
hypercharges are arbitrary parameters and g′ is a free parameter. This does not hold for g, as it is unique
due to the non-abelian structure of the S U(2)L, similar as in QCD.

After replacing ∂µ in Equation 2.23 with Dµ, the last step is adding kinematic terms for the gauge
fields, using the strength tensors:

Bµν(x) ≡ ∂µBν(x) − ∂νBµ(x) , (2.27)
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2.1 The Standard Model of Particle Physics

Wa
µν(x) = ∂µWa

ν (x) − ∂νWa
µ(x) − gϵabcWb

ν (x)Wc
ν (x) . (2.28)

Then, the Lagrangian of the electroweak theory is written as:

LEW =

3∑
j=1

iψ̄ j(x)γµ∂µψ j(x)︸                   ︷︷                   ︸
free massless fermion

−gψ̄1(x)γµ
σa

2
ψ1(x)Wa

µ(x) − g′
3∑

j=1

yiψ̄ j(x)γµψ j(x)Bµ︸                                                                ︷︷                                                                ︸
fermion-boson interaction

−1
4

BµνB
µν − 1

4
Wa
µν(x)Wµν

a (x)︸                                ︷︷                                ︸
boson-boson interaction

. (2.29)

The interaction terms between fermion fields and the gauge bosons contain charged-current and
neutral-current interactions. The charged-current interactions are mediated by the gauge fields:

W±µ =
1
√

2
(W1

µ ± iW2
µ) , (2.30)

and transition the flavour between the components of the doublet field ψ1(x), as shown in Figure 2.4.
The current term in the charged-current interactions has the form of ψ̄ γµ(1 − γ5)ψ, which is a vector
minus axial vector (V-A) structure. This is different from the current terms ψ̄ γµ ψ with a pure vector
structure, seen before in QED and QCD Lagrangians (Equations 2.11 and 2.20). This V-A structure
manifests the parity violation nature of the weak interaction, taking into account Equation 2.21.

l, q
d

v̄
l
, q̄u

g

2
p

2
�µ(1 � �5) W

Figure 2.4: Feynman diagrams for charged-current weak interaction vertex.

The neutral-currents conserve the fermion flavour. They are mediated by the gauge fields:

Zµ = cos θWW3
µ − sin θW Bµ ,

Aµ = sin θWW3
µ + cos θW Bµ , (2.31)

where θW is called the weak mixing angle and defined as:

sin θW =
g′√

g2
+ g′2

, cos θW =
g√

g2
+ g′2

. (2.32)
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In order for the Aµ in Equation 2.31 to be identical to the photon of QED theory, these conditions
must be hold:

g sin θW = g
′ cos θW = e ,

Y
2
= Q − I3 , (2.33)

where e is the elementary charge, Q is the electric charge that is the conserved quantity in QED (see
Section 2.1.2), I3 =

σ3
2 is the third component of the weak isospin I that is the conserved quantity

in S U(2)L, and Y is the hypercharge that is the conserved quantity in U(1)Y . In the neutral-current
interaction terms, the coupling of fermions to Z boson also appears with a V-A structure, but with more
complexity since it follows a form of γµ(cA − cVγ5) where cA , cV , 1.

Same as for the gluons, due to the non-abelian structure of the S U(2) group the kinematic terms of
the gauge bosons in Equation 2.29 are not purely kinematics and they contain cubic and quadratic self-
interactions among the gauge bosons. As shown in Figure 2.5, in these gauge boson self-interactions at
least a pair of charged W bosons are always present.

Z, �

W+

W�

(a)

W+

W�

W+

W�

(b)

W+

W�

Z, �

Z, �

(c)

Figure 2.5: Feynman diagrams for Electroweak gauge bosons self-interactions.

The local gauge symmetry forbids to add mass terms for the gauge bosons to Equation 2.29. This
was not a problem for photon and gluons, but experiments have shown that the W and Z bosons are
massive. Also, as mentioned earlier there are no mass terms for the fermions in Equation 2.29, because
they would communicate the left- and right-handed fields which have different transformation properties
(Equation 2.24) and breaks the gauge symmetry. In Section 2.1.5 it is explained how the masses of weak
bosons and fermions enter the theory.

CKM matrix

As mentioned in Section 2.1.1, the weak eigenstates of the quarks are not equal to their flavour eigen-
states. A unitary 3 × 3 matrix had to be introduced in order to translate the flavour eigenstates (denoted
by d′, s′, and b′) to the mass eigenstates (denoted by d, s, and b):d

′

s′

b′

 =
Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


ds
b

 . (2.34)

This matrix is known as the CKM matrix, taken its name from Cabibbo, Kobayashi, and Maskawa
who developed it. The CKM matrix in fact describes the strength of flavour-changing weak decays,
mediated by W± bosons. The transition probability for a quark of flavour q1 to a quark of flavour q2 is
proportional to |Vq1q2

|2.
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2.1 The Standard Model of Particle Physics

2.1.5 The Electroweak Symmetry Breaking and the Brout-Englert-Higgs mechanism

Unlike photon and gluons, the Z and W± bosons are massive. But as seen in Section 2.1.4 the gauge
symmetry prevents to add mass terms for them to the Lagrangian. To generate the masses, the gauge
symmetry must be broken in some way, but a fully symmetric Lagrangian is still needed in order to
preserve the renormalisability of the theory. This is solved by a process known as spontaneous symmetry
breaking (SSB), and the Brout-Englert-Higgs mechanism [20, 21]. The symmetry is broken as S U(2)L⊗
U(1)Y → U(1)em, where "em" stands for electromagnetic.

To achieve SSB in the framework of SM, an additional I = 1/2 doublet of complex scalar fields is
introduced:

Φ(x) =
(
ϕ+(x)
ϕ0(x)

)
, (2.35)

where:

ϕ+(x) =
1
√

2
(ϕ1(x) + iϕ2(x)) ,

ϕ0(x) =
1
√

2
(ϕ3(x) + iϕ4(x)) . (2.36)

This is called the Higgs field, with four real components in total. The contribution of the Higgs sector
to the Lagrangian of SM is:

LHiggs = (DµΦ(x))†(DµΦ(x))−µ2
Φ
†(x)Φ(x) − λ(Φ†(x)Φ(x))2︸                                    ︷︷                                    ︸

−V(Φ)

, (2.37)

where Dµ is the covariant derivative defined in Equation 2.26, with the hypercharge parameters being
fixed to yΦ = 1/2. The value is fixed by requiring the correct couplings between Φ(x) and Aµ(x); i.e.
photon does not couple to the neutral ϕ0, and the ϕ+ has the right electric charge (Q = +1). The Lag-
rangian is invariant under local S U(2)L ⊗ U(1)Y transformation. The last two terms form the potential,
V(Φ), where µ, λ ∈ R, λ > 0 and µ2 < 0. The constant λ must be greater than zero in order to bound
the potential from below. The constant µ2 is chosen to be negative because this leads to a non-vanishing
Φ field at the minimum of the potential, corresponding to a scenario in which the gauge symmetry is
broken in the expected vacuum state. In a QFT, the ground state (the lowest energy state) is the va-
cuum; thus the SSB mechanism will appear when there is a symmetric Lagrangian but a non-symmetric
vacuum.

Minimising the potential V(Φ) with respect to ΦΦ† yields:

ΦvacΦ
†
vac = |Φvac|2 = ϕ2

1,vac + ϕ
2
2,vac + ϕ

2
3,vac + ϕ

2
4,vac =

v2

2
, v ≡

√
−µ2

λ
, (2.38)

where the quantity v is called the vacuum expectation value. Thus, there is a set of equivalent minima
lying around a circle of radius v, instead of a unique vacuum state. Choosing one of them breaks the
S U(2)L ⊗ U(1)Y gauge symmetry spontaneously, but preserves the invariance under a residual U(1)
symmetry that can be identified with electromagnetism.

From all the possible solutions of Equation 2.38, without loosing generality one can choose

ϕ1,vac = ϕ2,vac = ϕ4,vac = 0 , ϕ3,vac = v , (2.39)
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Chapter 2 Theoretical Context

and expand the perturbations around the chosen vacuum as:

Φ(x) =
1
√

2

(
0

v + H(x)

)
. (2.40)

Substituting Equation 2.40 in Equation 2.37, expanding the covariant derivatives, and using the ex-
pressions in Equations 2.30 and 2.31, gives rise to the following points10: The scalar field H(x), repres-
enting the Higgs boson, has a mass term with

m2
H = −2µ2 > 0 , (2.41)

the mass terms for the weak gauge bosons also appear now in the Lagrangian with

mW =
gv

2
,

mZ =
v

2

√
g2
+ g′2 , (2.42)

while the photon remains massless (mA = 0). Using Equation 2.33, it can be seen than the masses of
W± and Z bosons are related to each other through the weak mixing angle:

cos θW =
mW

mZ
. (2.43)

The Lagrangian also includes interaction terms between the Higgs boson and the massive gauge
bosons, with the coupling constants determined in terms of mZ , mW , and v, and self-interaction terms of
the Higgs boson, with the coupling constants in terms of mH and v. The interaction vertices are shown
in Figure 2.6.

The Brout-Englert-Higgs mechanism also generates mass for all the fermions. This is done by includ-
ing the interaction terms between the Higgs doublet and the fermions in the theory. These couplings are
referred to as Yukawa couplings. The corresponding Lagrangian sector for one family of the quarks and
the leptons is written as:

LYukawa = −Gd (q̄u, q̄d)L

(
ϕ+

ϕ0

)
qdR −Gu (q̄u, q̄d)L

(
ϕ0∗

−ϕ−
)

quR −Gl (ν̄l, l̄)L

(
ϕ+

ϕ0

)
lR + h.c. , (2.44)

where "h.c." indicates hermitian conjugate, and the second term involves the charge conjugated Higgs
doublet ΦC ≡ iσ2Φ

∗. Additional fermion families can be included in the theory simply by adding
their corresponding terms to the Lagrangian. This Lagrangian is invariant under S U(2)L ⊗ U(1)Y . By
substituting Equation 2.40, i.e. breaking the symmetry spontaneously, LYukawa reduces to:

LYukawa = −(1 +
H
v

) (mdq̄dqd + muq̄uqu + ml l̄l) , (2.45)

where f̄ ≡ ( f̄R, f̄L) and f ≡ ( fL, fR)T for f = l, qu, qd, and

md =
vGd√

2
, mu =

vGu√
2
, ml =

vGl√
2

(2.46)

10 See the expanded LHiggs in Ref. [14].
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Figure 2.6: Feynman diagrams for Higgs interaction vertices, where V stands for the massive vector bosons (Z,
W+ and W−).

are the masses of the fermions. In the SM neutrinos are massless, since no right-handed neutrino exists.
The neutrino oscillation phenomenon that requires massive neutrinos is beyond the SM.

2.2 Proton-Proton Interactions

As discussed in Section 2.1.1, hadrons consist of two or three (anti)quarks, bound together by exchan-
ging gluons. These are called the valence (anti)quarks. However, the quantum fluctuations can cause a
gluon to split into a pair of virtual quark-antiquark which then annihilates back into a gluon. The gluons
themselves can interact and produce more gluons. Therefore, a hadron does not only consist of valence
(anti)quarks, but also a sea of quarks, antiquarks and gluons.

Figure 2.7: A schematic illustration of proton composition of partons, where quarks are represented by green
circle, antiquarks by orange circles, and gluons by springs. Image taken from [22].
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Chapter 2 Theoretical Context

The proton is the lightest baryon. It is a composite of three valence quarks, two u−quarks and one
d−quark (uud), giving it a net electric charge of +1. The other baryon that makes up the ordinary matter,
the neutron, has a udd composition and is neutral. The neutron is slightly heavier than the proton,
therefore a free neutron decays into a proton via the conversion of a d−quark to a u−quarks in a weak
interaction mediated by W bosons, as shown in Figure 2.8. Baryon number conservation, however,
keeps the proton stable.

d

u

un

u

d

d

p

W�

e�

⌫̄e

Figure 2.8: A Feynman diagram of the decay of a neutron into a proton

A high-energy proton-proton (pp) collision, such as those occurring in the LHC, can not be described
as an interaction of point-like protons. Rather, these are the constituents of the protons that interact:
valence quarks, sea quark and antiquarks, and gluons, collectively referred to as partons. In the fol-
lowing, the relevant aspects of the physics of pp collisions at the LHC are briefly introduced, based on
Refs. [23–26].

2.2.1 Parton Density Functions

When a proton is accelerated, its momentum is distributed among its constituents, each carrying a frac-
tion of the total momentum. The Parton Distribution Function (PDF) fi(x) describes the probability of
a given parton of type i to carry a given fraction x of the proton momentum. One can stipulate:

∑
i

∫ 1

0
x fi(x)dx = 1 , (2.47)

where i runs over all parton types.
The internal structure of a proton can not be described in a perturbative QCD approach, since it

involves low momentum transfers, hence high αs (see Section 2.1.3). Therefore, PDFs need to be
determined experimentally.

The determination of PDFs typically involves global fits to data-sets from several experiments. They
are mainly extracted from deep inelastic scattering experiments, e.g. electron-proton collisions in HERA.
Additional constraints can be added from experimental data of Drell-Yan and jet production processes.
The level of structure revealed increases with the energy scale at which the proton is probed, i.e. the
energy transfer Q2 in the collision. Although the PDFs are of non-perturbative origin, their evolution
with Q2 can be calculated from DGLAP equations [27–30] that are derived from perturbative QCD.
Once the PDF at a given scale Q2

0 is fixed from the fit to experimental data, its evolution at any given
scale Q2 > Q2

0 can be described by DGLAP equations at leading order (LO), next-to-leading order
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2.2 Proton-Proton Interactions

(NLO), or next-to-next-to-leading order (NNLO) in the perturbative development in the strong coupling
constant, αs(Q

2).
There are several collaborations that provide PDFs, with semi-regular updates when new data and/or

theoretical developments become available, such as MSTW [31], CTEQ [32], and NNPDF [33]. Ex-
amples of PDFs provided by MSTW collaboration at two different Q2 values are shown in Figure 2.9. It
can be seen that the sea-quark distributions are mainly concentrated at small x values while the valence-
quark distributions are extended to moderate and high x values, showing that the valence quarks carry
higher fractions of the proton momentum than sea quarks. The gluon distribution increases more steeply
towards low x than the valence- or the sea-quark distributions, and they are dominant at low x range.
Going to a higher energy scale enhances the contributions of soft gluons and sea quarks.
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Figure 2.9: The PDFs provided by MSTW group using NLO predictions at Q2
= 10 GeV2 (left) and Q2

=

104 GeV2 (right) [31]. The estimations for gluons are divided by 10.

2.2.2 Overview of a Proton-Proton Collision

A pp collision that leads to production of new particles is a rather complex process, but it can be
separated into the following parts, which are also summarised in Figure 2.10.

Hard Scattering Process

When two partons, one from each of the colliding protons, interact with a sufficiently large momentum
transfer, the energy is enough to break the partons confinement and produce new particles. This is the
hard scattering process of interest.

Initial and Final State Radiations

The accelerated colour and electrical charges can radiate gluons (QCD radiation) and photons (QED
radiation) through bremsstrahlung process. Emissions from the incoming partons of a hard process are
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Chapter 2 Theoretical Context

referred to as initial state radiations (ISR) and the radiations made by the outgoing particles are called
final state radiations (FSR).

Parton Shower

When accelerated coloured particles radiate gluons, the emitted gluons themselves can further emit
QCD radiations since they carry colour, or produce quark-antiquark pairs. Then the newly emitted
gluons, quarks and antiquarks continue the same behaviour, leading to a cascade of particles referred to
as parton showers.

Hadronisation

As explained in the previous Section, due to colour confinement quarks and gluons can not be observed
individually. As the outgoing quarks and gluons (scattered partons and proton remnants) separate further,
or equivalently as the interaction scale falls during the parton showering, the strong coupling of the
colour charges rises. It rises to the point that the neutralising colour charges get created out of vacuum.
The initial quarks and gluons join with these newly created colour-charged particles and form colour-
neutral hadrons. This process is known as hadronisation.

Hadronisation is a non-perturbative process, as it involves interactions with small momentum trans-
fer, hence large coupling constant. It is therefore only described by phenomenological models. Two
commonly used models are the Lund (String) Model [34] and the Cluster Model [35].

When a quark or a gluon goes through parton showering and hadronisation, it originates a jet. A jet
is a collimated spray of energetic hadrons that emerges approximately in the direction of the parton that
has originated it.

Decay

The hadrons formed in the hadronisation stage, or any other unstable particles that are produced within
the hard scattering process decay into more stable particles.

Underlying Events

The remaining partons of each proton may continue to travel in the original direction of the proton beams,
forming the beam remnants that go through hadronisation, or can also interact. These interactions are
typically soft and involve low momentum transfer, and referred to as the underlying events.

Pile-up

In the LHC the pp collisions are performed by colliding bunches of protons rather than single protons,
to increase the chance of collision (see Section 3.1 for detail). In a single bunch crossing multiple
pp collisions can occur, a phenomenon known as pile-up (not included in Figure 2.10). Besides the
underlying events, pile-up is another source of soft QCD interactions. Pile-up could be in-time, which
are the additional pp collisions occur during the same bunch crossing that includes the hard process of
interest, or out-of-time that refers to the additional pp collisions from the bunch crossing just before or
after of it.
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2.2 Proton-Proton Interactions

Figure 2.10: Pictorial representation of an example for a pp collision leading to new particles production, here
a tt̄H production. The hard scattering process is shown with the big red bulb in the middle. It is followed by
the decay of both top quarks and the Higgs boson, shown with small red bulbs. Additional QCD radiations are
shown in red, while the initial state radiations coming out of the incoming partons are shown in blue. Secondary
interactions shown by big purple bulb happens, forming the underlying events. Hadronisation of the colour-
charged particles are shown with light green bulbs, and the decay of hadrons with dark green bulbs. The QED
radiations happen in form of photons, shown in yellow waves. [36]

2.2.3 Cross Sections in Proton-Proton Collisions

Cross section is a measure of the probability that under a given initial and final state conditions, a
specific scattering process happens. The cross section of the process of interest in pp collisions is often
the quantity that its theory prediction is being experimentally verified in a physics analysis. Predicted
cross sections of some relevant processes at the Tevatron collider (pp̄ collisions) and at the LHC (pp
collisions) are shown in Figure 2.12 as an example.

In high energy pp collisions, the hard scattering processes can be described by the perturbative QCD,
as they involve large momentum transfer and therefore a small coupling constant (αs ≪ 1). On the
other hand, the energy available for the process depends on the PDFs, which as explained before are
non-perturbative. The factorisation theorem allows to treat these domains separately. According to
the factorisation theorem, the cross section of hadron collisions can be separated into two parts: a
hard scattering partonic cross section which is calculated from perturbative QCD, and the soft non-
perturbative terms which are factored into universal PDFs and are independent from the hard scatter
process. The Q2 scale that separates these two domains is called the factorisation scale.

Assuming the hard scatterings that occur between partons a and b from protons A and B, and result
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Figure 2.11: SM predictions for hard-scattering cross sections in pp̄(pp) collisions at the Tevatron(LHC) collider
as a function of centre-of-mass energy [37].

into the final state X (ab→ X), the total cross section of two colliding protons can be written as:

σAB =
∑
a,b

∫ 1

0

∫ 1

0
dxa dxb fa(xa, µ

2
F) fb(xb, µ

2
F) × σ̂ab→X(

√
ŝ, µ2

F , µ
2
R) , (2.48)

where the sum runs over all possible combinations of initial state partons a and b that result a final
state X, µF is the factorisation scale, and σ̂ is the hard scattering partonic cross section. The effective
centre-of-mass energy for the partonic process is

√
ŝ =
√

xaxbs , (2.49)

where
√

s is the centre-of-mass energy of the pp collision. The PDFs fa/b(xa/b, µ
2
F) are evaluated at the

scale µ2
F as explained in Section 2.2.1.

Partonic cross sections are calculated from scattering amplitudes. In calculation of the amplitudes, all
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2.3 Top Quark

Figure 2.12: Schematic diagram of the structure of a hard scattering process in a pp collision. Taken from [24].

possibilities have to be integrated over. In higher order calculations infinities such as ultraviolet11 diver-
gences in loop diagrams appear, due to the momenta in the denominator. The divergences are removed
by the renormalisation procedure, where the singularities are absorbed by parametrising the coupling
constant. This enters another scale called renormalisation scale, denoted by µR, into Equation 2.48
through the renormalised coupling αs(µ

2
R).

In the frame work of perturbative QCD, the partonic cross section can be expanded in terms of the
strong coupling αs:

σ̂i j→X
=

∑
n=1

αn
s(µ2

R) σ̂n . (2.50)

The lowest order of the precision (LO, n = 1), corresponds to the amplitude, or the Matrix Element
(ME), calculated from the tree-level Feynman diagrams. The higher orders (NLO, NNLO, . . . ) involve
more complex Feynman diagrams including radiation of gluons, loops and boxes.

Both factorisation and renormalisation scales are arbitrary. Typically the momentum transfer of the
hard process is a good choice for these scales.

The cross section calculated to all orders in perturbative theory is invariant under changes in µF
and µR scales. However, if calculated in a fix order of precision, the cross section has dependency on
these unphysical scales. By varying the choices of the two scales, one gets a handle on the theoretical
uncertainties. Including higher order of terms in the perturbative expansion makes the dependency
weaker. Thus, LO calculations suffer from a larger uncertainty. For most processes the results obtain at
NLO or NNLO are sufficiently significant.

2.3 Top Quark

This section briefly discusses the top quark; a more thorough treatment can be found in Refs. [15, 38],
and a review on the status of the top-quark physics in Ref. [39].

The existence of a third generation of quarks was first postulated by Kobayashi and Maskawa in
1973 [40]. Once the existence of the bottom quark was inferred from the observation of upsilon-meson
resonances in 1977 [41, 42], the search for its weak isospin partner, the top quark, was launched. How-
ever, it took nearly two decades of intensive experimental efforts until finally the top quark was dis-
covered. Due to the heavy mass of the top quark, its discovery was only made possible by the tech-
nological progresses in high energy physics. The discovery of the top quark was announced in 1995

11 High momentum transfer regime is referred to as ultraviolet, and the low momentum transfer regime as infrared.
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by CDF [1] and DØ [2] experiments at the Tevatron collider, using the data collected from proton-
antiproton (pp̄) collisions at the centre-of-mass energy of 1.8 TeV. This confirmed the three-generation
structure of the SM.

Top quark has many properties that make it an interesting particle to study. It is the heaviest of all
known elementary particles. With a mass of 173.34 ± 0.76 GeV [43], it is significantly heavier than the
next heaviest quark, the bottom quark. Given its large mass, it has a very short lifetime (≈5×10−25 s [15])
which is one order of magnitude shorter than the characteristic hadronisation time of QCD. This means
that top quarks decay before forming a hadron; contrary to the other five quarks which are confined in
hadrons. This peculiarity offers an unique opportunity to study a bare quark that passes on its properties,
such as its spin information, directly to its decay products. In addition, the large mass of top quark
implies a large coupling to the Higgs boson, as the Yukawa coupling constant is proportional to the
mass of fermion (see Equation 2.46). Top quark is the only fermion that has a Yukawa coupling very
close to unity, making it a relevant place to look for the signatures of new physics scenarios. With a
mass close to the electroweak symmetry breaking scale, the top quark is speculated to play an important
role in the understanding of the electroweak symmetry breaking mechanism.

2.3.1 Top Quark Production in Proton-Proton Collisions

In pp collisions, top quarks can be produced singly or as a pair of top and antitop (tt̄). While the single
top can only be produced via electroweak interactions, the pair production occurs dominantly via strong
interaction. Hence, the tt̄ production cross section is around two to three times larger than the single-top
production cross section, due to the different couplings strengths of weak and strong interactions.

The strong tt̄ production in LO has contributions from the gluon-gluon fusion (gg→ tt̄) and the quark-
antiquark annihilation (qq̄→ tt̄) processes. Figure 2.13 shows the corresponding Feynman diagrams. In
pp collisions, antiquarks only appear as sea quarks. Therefore, the quark-antiquark annihilation takes
place between valence or sea quarks and sea antiquarks. The required partonic centre-of-mass energy
for the tt̄ production according to Equation 2.49 is √xaxbs ≥ 2mtop, with mtop being the mass of the
top quark. For large

√
s values, as in the LHC, small xa/b values and large Q2 scales are relevant. As

explained in Section 2.2.1, this corresponds to a range significantly dominated by gluons. For these two
reasons, the gluon-gluon fusion is the dominant process for the tt̄ production at the LHC (∼ 90% for√

s = 13 TeV [39]). At NLO, tt̄ production processes include higher-order corrections to the LO, like
additional real emission of gluon and loops. The processes with qg and q̄g initial states appear first in
the NLO.

The production of single-top quark takes place via electroweak charged-current interactions. Some
Feynman diagrams of the LO processes contributing in single-top production are shown in Figure 2.14.
Based on the virtuality of the W boson involved in the interaction, they are categorised into the t-channel
(ub → tb or db → tū, Figure 2.14(a)), the s-channel (ud̄ → tb̄, Figure 2.14(b)), and the Wt-channel
(gb→ Wt, Figure 2.14(c)). In the later case, a top quark is produced in association with a W boson. At
the LHC, the dominant single-top production process is the t-channel, followed by the Wt-channel.

2.3.2 Top Quark Decay

Since top quarks decay very quickly, the distance between its production and decay vertices is shorter
than the spatial resolution of any detector, by many orders of magnitude. Therefore, top quarks can only
be detected via their decay products.

Top quark is the only quark heavier than the W boson, therefore it can directly decay through t → Wq.
The large mass difference allows for a large decay phase-space, resulting to the short lifetime of the top
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Figure 2.13: Leading-order Feynman diagrams contributing to top-quark pair production via strong interactions.
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Figure 2.14: Leading-order Feynman diagrams contributing to the single-top production via electroweak interac-
tions.

quark. Considering that the value of Vtb element of the CKM matrix (see Section 2.1.4) is very close to
one, top quark decays almost inclusively into a W boson and a b-quark. The decay of top quark to a Wd
or Ws final state are suppressed by the far smaller CKM off-diagonal elements (|Vtb| ≫ |Vts|, |Vtd |). The
top-quark decay width for a value of mtop = 173.3 GeV is predicted to be 1.35 GeV, corresponding to a
mean lifetime of ≈ 5 × 10−25 s [15].

The W boson further decays, either leptonically – into a charged lepton and its corresponding neutrino
(W+ → l+νl, W− → l−ν̄l, l=e, µ, τ), or hadronically – into a quark and antiquark of the first two families
(W+ → q1q̄2, W− → q̄1q2, q1 = u, c, q2 = d, s). Considering that each of the hadronic decays has three
possible colour combinations, and neglecting the lepton and quark masses, one expects two third of the
W bosons to decay hadronically.

The decay mode of the W boson defines the final state of a top quark production process. In the case
of tt̄ production, there are three possible final states: The dilepton channel where both W bosons decay
leptonically, the single-lepton channel where one W boson decays leptonically and the other one into
quarks, and the all-hadronic channel where both W bosons decay into quarks. The respective branching
fractions are shown in Figure 2.15(a). The final state relevant to this thesis is the single-lepton channel,
shown in Figure 2.15(b). It has a higher production rate than the dilepton channel and a better signal-to-
background ratio than the all-hadronic channel.
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Figure 2.15: (a) Branching ratios of tt̄ decay. (b) A Feynman diagram for the single-lepton decay channel of tt̄.

2.4 Top Quark Pair Production in Association with a Photon

Among those properties of the top quarks which yet need to be experimentally determined and are
sensitive to new physics, are its electroweak couplings. These coupling strengths are well predicted by
the SM and can be studied through different observables. For example, the polarisation of the W bosons
decayed from the top quarks is a result of V-A structure (see Section 2.1.4) of the W-t-b vertex; the
cross-section of single-top production directly depends on the strength of the coupling to the W bosons;
and the cross-section and dynamics of the associated production of the top quarks and an electroweak
gauge boson (for example tt̄ +V , V = W,Z, γ) can probe the coupling to such boson.

The production of a top quark pair in association with a photon (tt̄γ) is the target study of this thesis.
Through the measurement of tt̄γ process, the top-photon coupling is probed. Any deviation from the
SM predicted top-photon coupling manifests in a deviated cross section or kinematic distributions. For
instance, a deviation in the distribution of the transverse momentum of the photon could hint to new
physics through anomalous dipole moments of the top quark [3–5]. Also, precise measurements of tt̄γ
process can constrain new physics models containing composite top quarks [6]. In addition, the result
of measurement can be interpreted in the framework of effective field theories, to constrain some of the
Wilson coefficients in top-quark effective field theories [7]. According to the SM, the coupling of the
top quark to a photon is completely vectorial and depends exclusively on the electric charge of the top
quark. Therefore, the cross-section measurement of tt̄γ can be used to directly determine the top quark
charge as well.

In the analyses presented in this thesis, the tt̄γ process is studied in the single-lepton final state.
During the production and decay of the top-antitop pair, the massless photon can be emitted from any
electrically charged particle, and not just the top quark. The tt̄γ production can be classified into two
types of processes:

• Radiative top production: The photon is radiated from an incoming charged parton (ISR) or an
off-shell top quark, as shown in Figure 2.16.
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Figure 2.16: Examples of leading-order Feynman diagrams for the tt̄γ processes classified as radiative top produc-
tion, where the photon is emitted from (a)(b)(c) an off-shell top quark, or from (d) incoming quarks.

• Radiative top decay: The photon is radiated from an on-shell top quark or any of the charged
particles within the decay chain (FSR), as illustrated in Figure 2.17.

In order to probe the top-photon coupling, only the cross section of tt̄γ processes where the photon
is emitted from a top quark (either in radiative top production or in radiative top decay) should be con-
sidered. However, it is not experimentally possible to distinguish these processes. But it is possible to
constrain the measured phase space to a region more sensitive to the top-photon coupling by exploit-
ing the kinematic properties of the events. What is done in practice is to place requirements on the
angular distance between the photon and the lepton, and the photon and the jets. These requirements
efficiently reduce the contribution from the FSR, but are not so effective on reduction the ISR contribu-
tion. However this is tolerable, since as mentioned in Section 2.3 the contribution from quark-antiquark
annihilation initial state is only in the order of 10%.

The first evidence for the tt̄γ production with a significance of 3.0 σ was reported by the CDF ex-
periment at the Tevatron collider in pp̄ collisions at

√
s = 1.96 TeV, in a data-set with total luminosity

of 6.0 fb−1 [44]. The observation of tt̄γ production with 5.3 σ significance was achieved by the AT-
LAS experiment at the LHC in pp collisions at

√
s = 7 TeV, using a data-set corresponding to a total

luminosity of 4.59 fb−1 [45]. This was followed by more measurements in the LHC in higher centre-
of-mass energies. Both CMS and ATLAS experiments performed fiducial cross-section measurement
at
√

s = 8 TeV, using 19.7 fb−1 and 20.2 fb−1 of data, respectively [8, 46]. The ATLAS measurement
included the first tt̄γ differential cross-section measurement, while in the CMS measurement the ratio of
the tt̄γ fiducial cross-section to the tt̄ total cross section was reported. The most recent tt̄γ measurement
is done by ATLAS, using a data-set of the size 36.1 fb−1 from pp collisions at

√
s = 13 TeV, measuring

the fiducial and the differential cross sections [9]. All the measurements before this were performed
only in the single-lepton decay channel of tt̄γ, while in this measurement the dilepton decay channel
was included as well. The result of all the cross-section measurements performed so far are in agreement
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Figure 2.17: Examples of leading-order Feynman diagrams for the tt̄γ processes classified as radiative top decay,
where the photon is radiated from (a) an on-shell top quark or (b)(c)(d) one of the charged particles in the decay
chain.

with the SM predictions.
The measurement by ATLAS at

√
s = 8 TeV is presented in this thesis in Chapter 7, and the ATLAS

measurement at
√

s = 13 TeV in the single-lepton channel can be found in Chapter 8.

28



CHAPTER 3

Experimental Setup

The analyses presented in this thesis are based on the data recorded by the ATLAS detector placed at
one of the collision points on the LHC ring. A description of the LHC and the ATLAS detector are
presented in Sections 3.1 and 3.2, respectively.

3.1 The Large Hadron Collider

The LHC [47] is a circular particle collider at CERN (The European Organisation for Nuclear Re-
search1). It is designed to collide protons or heavy ions; namely, proton-proton (pp) collisions, lead-ion
pair collisions, or collisions between lead-ions and protons2 . As this thesis focuses on the pp collision
data, the heavy-ion beams will not be discussed.

The LHC is installed in the underground tunnel that previously hosted the LEP collider (Large Elec-
tron Positron collider). The tunnel is approximately 27 kilometre in circumference and lied at about
100 meters in average under the ground, beneath the France-Switzerland border, near Geneva (see Fig-
ure 3.1).

The LHC provides pp collisions at the highest centre-of-mass energy and rate ever achieved. It is
designed to accelerate two proton beams in opposite directions to reach a beam energy of 7 TeV, leading
to a centre-of-mass energy (

√
s) of 14 TeV for the collisions. The designed peak instantaneous lumin-

osity was 1034 cm−2s−1, which was first exceeded in June 2016 [49]. In 2017, the peak instantaneous
luminosity reached the record value of 2.06 × 1034 cm−2s−1 [50]. The protons are bunched together in
the beam, with the number of protons in each bunch being at order of 1011. Under nominal operating
conditions the number of bunches per beam are 2808 , with a nominal bunch spacing of 25 ns, equivalent
to a bunch crossing rate of 40 MHz.

The first pp collisions at the LHC were recorded in November 2009 at a centre-of-mass energy of
900 GeV. In April 2010 the run-1 of high-energy data taking started, and lasted until 2012. The LHC
operated at a centre-of-mass energy of 7 TeV in 2010 and 2011, increased to 8 TeV in 2012. The bunch
spacing in run-1 was set to 50 ns. At the end of run-1, the LHC and its detectors underwent a long
technical shutdown to make them ready for higher energy and luminosity. The run-2 of data taking
started in mid 2015 and ended in 2018, with the LHC operating with a centre-of-mass energy of 13 TeV
and bunch spacing of 25 ns. Currently the LHC is in the second long shutdown phase. It is scheduled to
restart in the spring of 2021, with its full designed energy.

1 The name CERN is derived from the acronym for the French Conseil Européen pour la Recherche Nucléaire which trans-
lates to European Council for Nuclear Research [48].

2 In 2017, for one day only, xenon nuclei were collide.
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Figure 3.1: Location of the Large Hadron Collider (LHC) and its four main experiments: ALICE, ATLAS, CMS
and LHCb. (©1999-2019 CERN)

3.1.1 The Collider Setup

Protons are accelerated in several steps to reach the final beam energy and the LHC is the final ele-
ment of the accelerating chain. They are obtained from ionised Hydrogen atoms, and accelerated up
to 450 GeV in the already existing accelerator facilities in CERN, before entering the LHC main ring.
These facilities together with the LHC form the accelerator complex shown in Figure 3.2.

The LHC ring is divided in eight straight sections and eight arcs. A total of 9593 superconducting
magnets together with radio-frequency cavities form the LHC. The magnets are cooled by super-fluid
helium to the operating temperature of 1.9 K. The path of particles are bent in the arcs by 1232 dipole
magnets, with a maximum field of 8.33 T. Due to the size restrictions imposed by the already-existing
LEP tunnel, a twin-bore design for the dipole magnets was realised, where the two counter-rotating
beams run in two adjacent beam pipes that share the same mechanical structure. There are 392 quadru-
pole magnets that focus the beams, specially close to the interaction points where the proton bunches
are brought to collide. This increases the chance of head-on collisions between protons. The quadrupole
magnets are installed in pairs, where one magnet controls the width of the beam and the other one its
height. There are also sextupole, octupole and decapole magnets that are used to correct for imperfec-
tions at the extremities of the magnetic field. The acceleration of the particles is provided by the electric
field generated by the radio-frequency cavities operating at 400 MHz in the straight sections. The cavit-
ies also compensate for energy losses due to synchrotron radiation and keep the beam energy constant.
To avoid collisions with gas molecules, the beam pipes are kept in an ultrahigh vacuum.

3.1.2 The Experiments

The beams are brought to collide in four points along the LHC ring, in four of the eight straight sec-
tions. Along these interaction points, the two beams share an approximately 130 m long common beam
pipe. The detectors of the four main experiments at the LHC, ATLAS, CMS, ALICE and LHC-b, are
positioned at these interaction points (see Figure 3.2). ATLAS and CMS are the general-purpose de-
tectors, designed to cover the largest range of physics analyses possible and exploit the full potential of
the collision data. Having two independent detectors with the same application can provide a confirma-
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Figure 3.2: The accelerator complex at CERN. The LHC is the last ring (dark blue line) in a chain of particle
accelerators. (©1999-2019 CERN)

tion of any new discoveries made, and the datasets can be combined to enhance precision. ALICE and
LHC-b are the two specialised detectors, dedicated to studies of heavy ion physics and b-quarks physics,
respectively.

3.1.3 Luminosity

The performance of particle colliders can be quantified by the beam energy and the luminosity. While
the former quantifies the phase space available for the interactions, the latter quantifies the ability of
the collider to produce the required number of interactions. Instantaneous luminosity, Linst, is the pro-
portionality factor between the number of scattering events of a particular process produced per unit of
time and its cross section:

dNevents

dt
= Linst · σevents . (3.1)

Typically we are not interested in the instantaneous number of events, but rather the total number of
events produced during a certain time period. Therefore, the integrated luminosity, L, is a more useful
quantity:

L =
∫

Linst dt , (3.2)
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which is directly related to the number of observed events of interest:

Nevents = L · σevents . (3.3)

The luminosity for two colliding beams of proton in the LHC is given by:

L =
frevnbNp

4πσxσy
, (3.4)

where frev is the revolution frequency, nb the number of bunches in beam, Np the number of protons per
bunch, and σx and σy are the horizontal and vertical beam widths respectively, under the assumption of
a Gaussian distribution of particle density around the beam axis.

A precise measurement of the luminosity is crucial for measuring cross sections. The derivation of the
luminosity used in the analyses presented in this thesis follows the methodology described in Re. [51].

3.2 The ATLAS Detector

The ATLAS3 detector [52], drawn to scale in Figure 3.3, is a general-purpose particle detector construc-
ted around one of the four interaction points of the LHC. With 25 m in diameter and 44 m in length,
it is the largest detector of the LHC. It has a barrel part which surrounds the beam pipe cylindrically,
and two endcaps which are circular structures perpendicular to the beam direction, allowing it to cover
almost the full solid angle. It is nominally forward-backward symmetric with respect to the interaction
point, and weighs about 7000 tonnes.

The ATLAS detector comprises several sub-detectors, each of them targeting specific measurements.
The sub-detectors are ordered in consecutive layers in such a way that when the particles created in the
interaction point traverse through the detector, finer details can be resolve at the beginning and in the
outer layers their energies can be measured by complete absorption. The sub-detectors are grouped into
three main systems:

• The Inner Detector, described in Section 3.2.3, is the innermost part as the name suggests. It is
surrounded by a solenoidal magnetic field and determines the path of the charged particles and
measures their momentum.

• The Calorimeters, described in Section 3.2.4, are placed outside the solenoid magnet. The elec-
tromagnetic and hadronic calorimeters are designed to stop electrons, photons and hadrons, and
measure their energies.

• The Muon Spectrometer, described in Section 3.2.5, is the outermost part. It is embedded in a
toroid magnet and used to measure the properties of the muons that escape the inner parts of the
detector.

Before describing these three sub-detector systems in their corresponding Sections, Section 3.2.1 in-
troduces the ATLAS coordinate system and some important kinematic variables, and Section 3.2.2 gives
a description to the magnet system of the ATLAS detector. To reduce the flow of data to manageable
levels, ATLAS uses a trigger system which is described in Section 3.2.6.

3 A Toroidal LHC ApparatuS
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Figure 3.3: Cut-away view of the ATLAS detector [52].

3.2.1 Coordinate System and Useful Kinematic Variables

ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the
centre of the detector. The beam direction defines the z-axis, with the A-side (C-side) of the detector
defining the positive (negative) z. The positive x-axis points to the centre of the LHC ring and the
positive y-axis points upward. The x-y plane is orthogonal to the beam direction, referred to as the
transverse plane. The cylindrical coordinates (r,ϕ) are used in the transverse plane, with ϕ being the
azimuthal angle around the z-axis. The polar angle θ is measured with respect to the z-axis. Figure 3.4(a)
visualises the ATLAS coordinate system.

As discussed in Section 2.2, in a pp collision each of the interacting partons carry an unknown
fraction of proton momentum. Since they may carry different fractions of proton momentum, their
centre-of-mass frame and the laboratory frame may differ. This means that the interaction system might
be boosted by an unknown size in the beam direction, i.e. z-axis. Thus, it is useful to define the
transverse component of the kinematic variables of interest, like energy and momentum, which are
boost-invariant. The transverse momentum (pT) and transverse energy (ET) are defined in x-y plane as:

p⃗T = (px, py)

pT ≡ | p⃗T| = p sin θ ,
(3.5)

and

ET ≡
√

m2
+ p2

T = E sin θ . (3.6)

Since the partons inside protons have relatively small intrinsic transverse motion, the transverse mo-
mentum of the initial state of the interaction is zero. The momentum conservation implies that the
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vector sum of the transverse momentum of all final state particles must be zero as well. Any deviation
from zero could indicate the presence of particles which are produces in the interaction but not detected.
This can be used to recover information about the invisible particles to the ATLAS detector, such as
neutrinos (in the context of the SM) or other weakly interacting stable particles that are predicted by
theories beyond the SM. This is done through measuring the missing transverse momentum. The term
missing transverse energy is also used interchangeably, since the definition assumes negligible mass of
the undetected particles. This is why this quantity is denotes by Emiss

T .
The pseudorapidity (η) is defined in terms of polar angle θ as:

η ≡ − ln tan
θ

2
. (3.7)

A graphical representation of the pseudorapidity values is shown in Figure 3.4(b). Pseudorapidity is
in fact the zero-mass limit of the rapidity (y) of a relativistic particle ( lim

m→0
y = η):

y ≡ 1
2

ln
E + pz

E − pz
. (3.8)

Since the pseudorapidity differences are Lorentz invariant under boosts along the z-axis, it is conveni-
ently preferred over θ. Furthermore, the distance between particles is usually measured in η-ϕ space in
terms of ∆R, defined as:

∆R ≡
√
∆ϕ2
+ ∆η2 . (3.9)

x

y

z

r

𝝓𝜽(𝜼)

side A side C

LHC  
centre

(a)

η = 0

η = ∞

η = 0.88

𝜃 
= 

90
°

𝜃 =
 45

°

𝜃 = 10°
η = 2.44

η = 1.32

𝜃 = 30°

𝜃 = 0°

(b)

Figure 3.4: (a) A visualisation of the ATLAS coordinate system. (b) Pseudorapidity (η) values corresponding to
polar angle (θ) values.

3.2.2 Magnets

The ATLAS magnet system is designed to bend the trajectory of charged particles. The curvature radius
of the trajectory is proportional to the particle momentum perpendicular to the magnetic field direction.
Also, the curvature direction reveals the particle charge sign.

The ATLAS magnet system is composed of four superconducting magnets:
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• One solenoid magnet - The solenoid is aligned to the beam axis and surrounds the Inner Detector.
It provides a 2 T axial magnetic field, bending the charged particles in r − ϕ plane . It has a
diameter of 2.4 m and a length of 5.3 m.

• One barrel and two endcap open-air toroids magnets - The toroid magnets produce a 4 T field
needed by the Muon Spectrometer to deflect particles path in r−z plane . Each toroid is composed
of eight independent coils, with equal azimuthal distance from each other. The barrel toroid is
located centrally around the calorimeters, with an outer diameter of 20.1 m and a length of 25.3 m.
The endcap toroids are at the two extremes of the detector and have an outer diameter of 10.3 m
and a length of 5 m.

A sketch of the ATLAS magnet configuration is shown in Figure 3.5.

Figure 3.5: Layout of the ATLAS magnet system. Taken from Ref. [53].

3.2.3 Inner Detector

The Inner Detector (ID) is devoted to the reconstruction of the path of the charged particles (tracks), de-
termination of their momentum, and reconstruction of the interaction vertices. It covers a pseudorapidity
range of |η| < 2.5 and has a full ϕ coverage. In addition, it provides electron identification over |η| < 2
and an energy range of 0.5 GeV to 150 GeV. The ID requires to have high granularity to face the high
track density close to the interaction point, high precision to maximise measurement resolution, and fast
response to sustain the high bunch crossing rate.

The layout of the ID is shown in Figure 3.6. It consists of three independent but complementary sub-
detectors: the pixel detector, the Semi-Conductor Tracker (SCT) and the Transition Radiation Tracker
(TRT). They are arranged in a central barrel part and two endcap regions, immersed in a 2 T solenoid
magnetic field (see Section 3.2.2). The ID configuration allows a pseudorapidity coverage of |η| < 2.5
in the pixel detector and the SCT and |η| < 2.0 in the TRT, and a full azimuthal coverage.

3.2.3.1 Pixel Detector

The closest ID sub-system to the interaction point is the pixel detector. Given its position, the pixel de-
tector has the finest granularity of all the ATLAS sub-detectors, providing the highest spatial resolution
along a particle path through the detector. The pixel detector uses the silicon semiconductor technology,
where the charged particles crossing a p-n junction create electron-hole deposits which are collected by
the pixels.

35



Chapter 3 Experimental Setup

(a)

(b)

Figure 3.6: (a) Cut-away view of the ATLAS Inner Detector [52]. (b) Cross section of the barrel region of Inner
Detector in run-2 of data taking. Taken from Ref. [54].
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During the run-1 of data taking, the pixel detector consisted of three concentric layers in the barrel
region around the beam axis at average radii of 5.05, 8.85 and 12.25 cm, covering a z range of |z| <
40.05 cm, and three disks in each of the two end-caps at z distances of 49.5, 58.0 and 65.0 cm from the
interaction point, covering a radius range of 8.88 < r < 14.96 cm. The innermost barrel layer in this
layout was called the B-Layer because of its importance for reconstruction of the secondary vertices in
decay of the hadrons containing b-quarks.

In the long shutdown between the run-1 and the run-2, a new innermost barrel layer for the pixel
detector was added. This layer which is called Insertable B-Layer (IBL) [55] is inserted at a radius
of 3.3 cm between the run-1 B-Layer and a new narrower beam pipe. This upgrade was designed as
an alternative to the initially planned replacement of the run-1 B-Layer. The IBL compensates for the
eventual radiation damages and failures in the B-Layer4.

The original 3-layered pixel detector contains 1744 identical pixel modules. Each pixel module con-
tain a planar silicon sensor with 47232 pixels, with the nominal pixel size of 50 × 400 µm2 5. This
results to a total of ∼ 80.4 million pixels and the intrinsic resolution of 10 µm in r − ϕ and 115 µm
in the z (r) direction in the barrel (end-cap) region. The IBL takes advantage of the 3D silicon sensor
technology, as well as planar silicon sensors. It has a total of ∼ 12 million pixels, with the nominal size
of 50 × 250 µm2. Its intrinsic resolution is 8 µm in r − ϕ and 40 µm in z direction.

3.2.3.2 Semi-Conductor Tracker

The SCT is another silicon-based detector, located around the pixel detector with four barrel layers and
nine disks in each of the end-caps. The barrel layers have a radial extension of 29.9 < r < 51.4 cm and
cover a z range of |z| < 74.9 cm. The end-cap layers are located at a range of 83.9 < |z| < 273.5 cm
from the interaction point and cover a radius range of 27.5 < r < 56.0 cm. The functionality of SCT are
similar to the pixel detector, but its larger surfaces allows to measure tracks in a longer distance. Since
the track density is lower in this part, using silicon micro-strips instead of pixels is good enough to have
the required accuracy of measurements.

The SCT consist of 4088 modules, each containing a pair of back-to-back silicon micro-strip sensors.
The micro-strips are aligned parallel to the beam direction in the barrel layers and arranged radially in
the end-cap discs. The two back-to-back strip sensors of one layer are mounted with a small rotation of
40 mrad with respect to each other around their geometric centre. This tilt allows for a measurement of z-
coordinate in the barrel layers and r-coordinate in the end-cap disc, hence a 3D particle hit measurement.
The total number of readout channels in the SCT is ∼ 6.3 millions. The intrinsic resolution achieved by
the SCT is 17 µm in r − ϕ and 580 µm in z (r) direction in the barrel (end-cap) region.

3.2.3.3 Transition Radiation Tracker

The TRT is the outer sub-system of the ID. It is designed for a precise track curvature measurement
rather than high position resolution like in the pixel detector or in the SCT, so it uses a different tech-
nology than them. It also provides electron identification through the detection of transition radiation
photons6 which are predominantly in the X-ray energy regime. The characteristics of the transition
radiations are used to separate electrons from hadrons like pions.

4 Irreparable failures appear in time in the B-layer as well as in the other layers. But the inefficiencies in the B-layer are
more serious, since the loss of data in the B-layer greatly degrades the impact parameter resolution which directly affects
the identification of b-hadrons.

5 Some of the pixels (long pixels) have a size of 50 × 600 µm2.
6 Transition radiation is an electromagnetic radiation that arises when relativistic charged particles cross a boundary between

media with different dielectric constants.
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The TRT is a gaseous ionisation detector that operates as a drift chamber. Its drift chambers are made
from thin tubes of 4 mm diameter, commonly known as straws. The surface of the straws is made out
of Kapton and acts as the cathode, while the anode is a 31 µm diameter gold-plated tungsten wire at the
centre. The straws are filled with a xenon-based active gas mixture (70% Xe, 27% CO2 and 3% O2).
However, during run-1 of data taking large gas leakage appeared in some of the tubes due to mechanical
stress of the material and corrosion caused mainly by ozone. Since xenon is an expensive gas, some TRT
layers were filled with argon instead of xenon in part of the run-2 data-taking period (see Figure 3.7).

When a charged particle traverses the straw, it ionises the gas. The resulting electrons drift towards
the wire and cascade in the strong electric field very close to the wire, thus producing a detectable signal.
The signal on each wire is amplified, shaped and discriminated against two adjustable thresholds: a low
threshold (LT) and a high threshold (HT). The LT is used to measure an electron drift time which is used
for tracking, and the HT is used to identify a large energy deposit due to the absorption of a transition
radiations photon.

The TRT consists of ∼ 300, 000 straws. The straws are aligned parallel to the beam axis in the barrel
region which covers from 56.0 to 108.0 cm in radius and |z| < 72.0 cm. They are arranged radially
in the end-caps, in a region of 82.7 < |z| < 277.4 cm and 61.7 < r < 110.6 cm. The TRT does not
provide measurement of z-coordinate, but it records a large number of hits, typically 36 (22) in the
barrel (end-cap) for each charge particle within |η| < 2.0. It has an intrinsic resolution of ∼ 130 µm in
r − ϕ.

(a) (b)

Figure 3.7: ATLAS TRT gas configuration used during run-2 of data taking in (a) 2015 and (b) 2016 [56].

3.2.4 Calorimeters

The calorimeter measures the energy of both charged and neutral particles. The incident particles, other
than muons and neutrinos, deposit their entire energy to the bulk of matter in the calorimeter and stop.
The calorimeter covers a range of |η| < 4.9, which is critical for a precise measurement of the missing
transverse momentum. It has a full symmetry and coverage in ϕ.

The ATLAS calorimeter system consist of a number of sampling detectors with interchanging layers
of absorber and active materials. The incident particles entering the absorber material develop into
particle showers, and the active material measure the energy of these showers. The measured energy is
proportional to the real energy of the particle, so it needs to be calibrated. Muons leave a measurable
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trace in the calorimeter but they are not stoped there; they continue their path toward the outermost
part of the ATLAS detector, the Muon Spectrometer. The weakly interacting neutrinos do not leave
any trace in the calorimeter, and their energy is inferred from momentum conservation, as explained in
Section 3.2.1.

The ATLAS calorimeter has three sub-systems, the Electromagnetic Calorimeter (EMCal), the Had-
ron Calorimeter (HCal) and the Forward Calorimeter (FCal). The EMCal, explained in Section 3.2.4.1,
is designed to absorb the electrons and photons, whereas the HCal, explained in Section 3.2.4.2, stops
the hadrons. The FCal, explained in Section 3.2.4.3, is a combined electromagnetic and hadron calori-
meter. The layout of ATLAS calorimeter system can be seen in Figure 3.9.

Figure 3.8: Cut-away views of the ATLAS calorimeters system [52].

3.2.4.1 Electromagnetic Calorimeter

The EMCal is located right behind the solenoid magnet that surrounds the ID. It is composed of a barrel
part and two identical end-caps. The barrel covers a pseudorapidity range of |η| < 1.475 and consist of
two halves that are separated at z = 0 by a small gap of 4 mm. Each of the endcaps are composed of
two coaxial wheels, where the outer wheels covers a range of 1.375 < |η| < 2.5 and the inner one covers
2.5 < |η| < 3.2. In addition, a thin presampler layer consists only of active material is placed in front of
the EMCal, covering the pseudorapidity range of |η| < 1.8. The presampler provides a measurement of
the energy loss of particles in material upstream of the EMCal, to allow for a correction of the energy
measured by EMCal.

The EMCal is a lead-liquid argon detector, whit liquid argon (LAr) being the active material while
absorber material is made of lead plates of a few mm thickness covered by stainless steel. It has an
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accordion-shaped geometry which allows a full ϕ coverage with a uniform efficiency in ϕ. The total
thickness of the EMCal is more than 22 times of radiation lengths (X0) in the barrel region and more
than 24X0 in the endcaps. When electrons and photons reach the EMCal, they loose their energy by
undergoing bremsstrahlung and pair production triggered by absorber material, leading to formation of
electromagnetic showers. The shower particles ionise LAr then drifted charged particles are collected
by high-voltage electrodes made of kapton.

The pseudorapidity range of |η| < 2.5 covered by the barrel and the outer wheel, which also coin-
cides with the ID coverage range, is referred to as the precision measurement range. There are three
longitudinal sampling layers in this range, with different granularity. The first layer (stripe layer) has
the finest granularity in η, with ∆η × ∆ϕ = 0.0031 × 0.1. The high η resolution of this layer is essen-
tial to improve distinguishing signal and background objects, based on their electromagnetic shower
profile. The second layer (middle layer), has a coarser granularity in η but finer granularity in ϕ, with
∆η×∆ϕ = 0.025×0.025. While the stripe layer has only a 4.3X0 depth, the middle layer with a depth of
16X0 receives most of the electromagnetic shower energy. The third layer (back layer) is a the shortest
layer with a depth of 2X0, and has a granularity of ∆η × ∆ϕ = 0.05 × 0.025. It measures the tail of the
high-energy electromagnetic showers.

The transition region between the barrel and the endcaps of the EMCal, 1.37 < |η| < 1.52, has a
rather poor performance due to the higher amount of passive material in front. Therefore, in most of the
ATLAS analyses the electrons and photons that are detected in this region, are not considered. This η
region is often referred to as the crack region.

Figure 3.9: Sketch of a EMCal barrel module (located at η = 0), showing the granularity in η and ϕ of the cells of
its three layers and the presampler layer (PS). Taken and modified from Ref. [57].
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3.2.4.2 Hadron Calorimeter

The HCal is placed directly behind the EMCal and composed of a central tile barrel, two extended tile
barrels, and two endcaps. The thickness of HCal is ∼ 11 times of nuclear interaction lengths (λ). The
HCal occupies a larger volume than the EMCal since the average nuclear interaction length is larger
than the average radiation length.

The tile components together cover a pseudorapidity range of |η| < 1.7. They are made of successive
scintillating tiles as the active medium and steel plates as the absorber material. The central barrel has a
length of 5.8 m and a coverage range of |η| < 1.0, and the two extended barrels are each 2.6 m long and
cover 0.8 < |η| < 1.7. The tile calorimeters have three layers, with a granularity of ∆η×∆ϕ = 0.01×0.01
in the first two layers and ∆η × ∆ϕ = 0.02 × 0.01 in the last layer.

The endcaps cover the 1.5 < |η| < 3.2 range and have the same LAr technology as the EMCal
(see Section 3.2.4.1), with copper being the absorber material. The granularity of the HCal endcaps
in region 1.5 < |η| < 2.5 is ∆η × ∆ϕ = 0.01 × 0.01, and for the rest of the pseudorapidity range is
∆η × ∆ϕ = 0.02 × 0.02.

3.2.4.3 Forward Calorimeter

The FCal extends the coverage of the ATLAS calorimeter system to the forward pseudorapidity region,
to achieve an almost hermetically closed calorimetry. It covers the pseudorapidity range of 3.1 < |η| <
4.9 and is the closest component of the calorimeter to the beam. The FCal serves as both electromagnetic
and hadron calorimeter with a LAr technology same as described in Section 3.2.4.1. It is located in two
endcaps of opposite side at about 4.7 m from interaction point and composed of three modules. The first
module is dedicated to electromagnetic calorimetry and uses copper plates as absorber medium. The
second and last modules provide hadronic calorimetry with tungsten plates as absorber.

3.2.5 Muon Spectrometer

The Muon Spectrometer (MS) is the largest and outermost part of the ATLAS detector. It is designed
to spot the crossing path of the muons exiting the barrel and endcap calorimeters and measure their
momentum in the pseudorapidity |η| < 2.7. It consists of one barrel (|η| < 1.05) and two endcap sections
(1.05 < |η| < 2.7). The momentum and charge of muons are measured through bending their paths in
the magnetic field generated by the toroid magnets introduced in Section 3.2.2. It also serve the purpose
of triggering on events when a muon is detected within the ranges |η| < 2.4. It consists of a central
barrel part and two endcaps. The layout of the MS together with the toroid magnet system are shown in
Figure 3.10.

Over the pseudorapidity range of |η| < 1.4 muon trajectories are bent by the barrel toroid, in region
1.6 < |η| < 2.7 magnetic bending is provided by the endcap fields, and in the transition region 1.4 <

|η| < 1.6 magnetic deflection is done by the combination of barrel and endcap fields. The toroid magnets
provide bending in the r-z plane, therefore the MS can perform precise η measurement.

The MS is composed out of two main sub-systems: the precision tracking chambers that are the main
tracking instruments and measure the track positions, and the trigger chambers that provide fast track
information within the time before the next bunch crossing (i.e. a few tens of nanoseconds after the
passage of the muon).

The precision chambers are arranged in three layers in the barrel part, at the radii of 5, 7.5 and 10 m,
and in three layers in the endcaps, at |z| = 7.4, 10.8 and 21.5 m. They consist of Monitored Drift Tubes
(MDTs) that cover the range |η| < 2.7, assisted by Cathode-Strip Chambers (CSCs) for covering the
region 2 < |η| < 2.7. The MDTs have three to eight layers of drift tubes of 30 mm diameter. The surface
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(a)

(b)

Figure 3.10: (a) Cut-away views of the ATLAS Muon Spectrometer system [52]. (b) Muon Spectrometer system
in x-y projection [58].
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of the tubes are made of aluminium and acts at the cathode, a central 50 µm diameter tungsten-rhenium
wire acts as the anode, and the tubes are filled with argon-based gas mixture (93% Ar and 7% CO2). In
the forward region (|η| > 2) where the counting rate limit of MDTs might get exceeded, the CSCs are
used. They are located in the most inner wheel of the endcaps. The CSCs are multi-wire proportional
chambers filled with argon mixture gas, consist of arrays of anode wires and cathode planes that are
segmented into stripes. The

The trigger chambers consist of Resistive Plate Chambers (RPCs) and Thin Gap Chambers (TGCs).
The trigger system covers the range of |η| < 2.4 by using RPCs in the barrel region and TGCs in the
endcap region. The trigger chambers of the MS provide the ATLAS trigger system (explained later in
Section 3.2.6) with information about the multiplicity and transverse momentum of the muons. Also,
since they can measure the coordinate in the direction orthogonal to that determined by the precision
chambers, they provide complementary tracking information by (η, ϕ) position measurements.

3.2.6 Trigger System

The collisions at the LHC happen in such a high rate that it is not possible to record all the corresponding
data, as it exceeds the technical limits of data writing rate to mass storage and the budget of the ATLAS
experiment. On the other hand, not all of the scattering events are of interest for later study. Only a
small fraction of these events is expected to contain interesting physics with respect to the goals of the
experiment. Therefore, an online trigger system is used to filter the events from a given bunch-crossing
interaction and reduce the data storing rate.

The ATLAS trigger system is fully described in Refs. [59] and [60]. During run-1 of data taking,
the trigger system reduced the event rate from the design bunch-crossing rate of 40 MHz to an average
output rate of 200 Hz [59] to 700 Hz [61], depending on the year (increasing toward the end of data-
taking period). The average output rate during run-2 of data taking in 2015 and 2016 was 1000 Hz [60,
62] .

The trigger system in run-1 selected the events in three levels. The first level (L1) is a hardware-
based trigger. Based on the information from calorimeter systems with reduced granularity and from
trigger chambers of the MS, the L1 trigger selects events containing high-pT objects, or high Emiss

T ,
or high total ET. The coordinate of the detector regions where the events have been triggered by L1
(Regions-of-Interest, RoI) are propagated to a processing farm where they are further analysed, using
software-based algorithms. The second (L2) and third (Event Filter, EF) levels are software-based
systems, together called the High Level Trigger (HLT). They use information from all sub-detectors at
their full granularity. The L2 trigger selection is based on dedicated fast algorithms processing partial
event data within the RoI. The EF trigger uses the offline reconstruction algorithms adapted for the
trigger and the full event data to further filter the events.

The trigger system was revisited for run-2 of data taking to cope with the greater rates due to the
higher energy and collision frequency. For run-2, the L2 and EF farms were merged into a single
homogeneous farm of HLT.

43





CHAPTER 4

From Detector to Physics: Event
Reconstruction

The final state particles produced in the pp collisions traverse through the ATLAS detector and leave
behind signals in different components of the detector described in Section 3.2. The collected signals are
then processed and translated into physically meaningful objects. This is referred to as reconstruction.
The reconstruction of particles are based on higher-level detector information, meaning that in first steps
tracks and vertices are reconstructed from single hits in the tracking detectors and clustered calorimeter
deposits from single calorimeter cell signals, then in next steps these information are combined to recon-
struct objects like electrons, muons, jets and photons. The events accepted by the ATLAS online trigger
system, as well as the simulated events, go through a chain of dedicated algorithms to reconstruct the
physics objects and determine their four momentum and other detector-level properties which can be
used in the physics analyses.

Not all the reconstructed objects are considered as the signal objects for a given analysis. To de-
termine whether a reconstructed object is signal-like or background-like, the identification algorithms
are used. These algorithms use the discriminating properties of signal and background objects to reject
the backgrounds as much as possible while keeping high enough efficiency for signals. Since different
physics analyses have different needs, typically several menus of selections with various background
rejection powers are provided for one object type. In order to further reject the background objects,
many analyses require some objects (more specifically, electrons, muons, and/or photons) to pass a set
of isolation requirements as well.

The real data and simulated events go through the same algorithms, but imperfections in the detector
simulation might lead to discrepancies in the reconstruction, identification, and isolation performances
between the simulation and data. Therefore, reference processes are used to obtain correction factors to
calibrate the objects in the simulated events accordingly.

The analysis of tt̄γ makes use of reconstructed electrons, muons, jets, photons and missing transverse
momentum. This chapter describes their reconstruction and identification, as well as isolation and
calibration where it is relevant.

4.1 Tracks and Vertices

Track reconstruction determines the trajectories of charged particles in the detector. Reconstructing the
common intersection points between sets of reconstructed tracks reveals the primary interaction vertices
or secondary decay vertices. The general structure of the ATLAS track and vertex reconstruction are
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described in detail in Refs. [54, 63] and Ref. [64], respectively, and a brief overview is given in this
Section.

The responses to the crossing charged particles recorded by different layers of the ID (i.e. hits) are
used to reconstruct the tracks and determine the tracking parameters. The track reconstruction consist of
a sequence of algorithms. An inside-out algorithm is designed for reconstructing the tracks of primary
charged particles, defined as particles with a mean lifetime greater than 3×10−11 s. The primary particles
are either produced directly in a pp interaction or from the subsequent decays or interactions of particles
with a lifetime shorter than 3×10−11 s. A back-tracking (also known as outside-in) algorithm is aimed to
reconstruct the tracks of secondary charged particles, which are the particles produced in the interactions
of primary particles. A third algorithm is employed for TRT segments that have no associated hits in
the silicon detectors (i.e. pixel and SCT detectors), referred to as the TRT-standalone tracks.

The track reconstruction begins by assembling clusters of raw measurements in the silicon detectors
and creating three-dimensional measurements referred to as space-points from them. A space-point
represent the point where a charged particle has traversed the active material of detector. Each cluster in
the pixel detector translates to one space-point, while in the SCT the clusters from both sides of a strip
layer must be combined in order to get a three-dimensional measurement. Position coordinates of hits
in the TRT are measured using drift-time information. Once the drift time is known, it can be translated
into the radius of a drift-circle around the wires, making use of the relation between drift time and drift
distance which is obtained from data [65].

The inside-out algorithm starts from three-point seeds in silicon detectors. The seeds are formed
from three space-points in either the pixel or the SCT detector, or two space-points in the pixel detector
and one in the SCT. Then moving away from the interaction point, hits are added to the track segment,
using a recursive combinatorial Kalman filter [66]. After that, an ambiguity solving procedure is applied
to the collection of track candidates found in the silicon detectors, in order to remove the tracks with
incorrectly assigned hits. The ambiguity-solver compares and rates the individual tracks by assigning
a relative score to each track. The surviving tracks are then extrapolated into the TRT volume and
combined with measurements there. The tracks reconstructed by the inside-out algorithm are required
to have pT > 400MeV.

The back-tracking algorithm starts from segments reconstructed in the TRT and extrapolates them
toward the interaction point by adding silicon hits. The track segments are built by using a Hough
transform mechanism [67], while a dedicated tool prevents hits that have already been assigned to tracks
in the inside-out approach to be used again.

Once the vertices are reconstructed, tracks of primary particles are re-fitted under the constraint that
they originate from a reconstructed primary vertex. A reconstructed track is fully described by the
following parameters:

• Transverse impact parameters d0: The distance of closest approach of the track to the primary
vertex in the transverse plane (i.e. x − y plane).

• Longitudinal impact parameters z0: The z coordinate of the track at the point of closest approach
of the track to the primary vertex.

• Polar angle θ: The polar angle of track’s momentum vector at the point of closest approach of the
track to the primary vertex.

• Azimuthal angle ϕ: The azimuthal angle of track’s momentum vector at the point of closest
approach of the track to the primary vertex.
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• Q/pT: The electric charge (Q) over the transverse momentum, calculated from the curvature
radius by knowing the magnetic field. The electric charge sign is determined from the curvature
direction.

Primary vertices are reconstructed using two iterative steps: vertex finding and vertex fitting. First,
a set of tracks satisfying some quality criteria is selected. Then, a vertex candidate is found by taking
the maximum of the distribution of z coordinates of the selected tracks at the beam-line. Tracks are
re-fitted under the assumption of stemming from the vertex candidate. They are weighted according
to their compatibility with the vertex candidate and the tracks that are incompatible with the vertex by
7σ or more are removed and used for reconstruction of another vertex in the event. The two steps are
iteratively repeated, until all the tracks are associated to a vertex. Vertices with less that two associated
tracks are discarded. From the vertices found in one event, the one with the largest sum of the squared
transverse momentum of associated tracks (

∑
pT

2) is identified as the hard-scattering primary vertex
and the rest are considered as the vertices of in-time pile-up.

4.2 Electron

Reconstruction Electrons [68, 69] in the central region of the ATLAS detector (|η| < 2.47)1 are
reconstructed from the energy deposits in the EMCal matched to the reconstructed tracks in the ID.

It starts from reconstructing the electromagnetic clusters in the EMCal. The η−ϕ space of the EMCal
is divided into a grid of Nη×Nϕ = 200×256 units of the size ∆η×∆ϕ = 0.025×0.025, which corresponds
to the granularity of the middle layer of the EMCal (see Section 3.2.4.1). These units are referred to as
towers. The tower energy is the sum of the energy cells from all the longitudinal layers (strip, middle
and back layers, and for |η| < 1.80, also the presampler layer). A sliding-window-algorithm, with the
window size of 3 × 5 towers in η − ϕ, searches for the towers with pT > 2.5 GeV. The electromagnetic
clusters are then formed around these seed towers.

In the next step, the tracks reconstructed in the ID (see Section 4.1) are matched to the electromagnetic
cluster. Tracks are extrapolated to the middle layer of the EMCal and loosely matched to electromag-
netic cluster seed, based on their distance in η and ϕ. If the matched tracks have hits in the silicon
detector and spass certain precision hit conditions, they are refitted using an optimised Gaussian Sum
Filter (GSF) [70]. Then, the refitted tracks are used for the final track-cluster matching which has tighter
matching requirements. If more than one track fulfil the matching conditions, the best-matched track is
chosen as the primary track 2.

All seed clusters together with their matching tracks (if there is at least one) are treated as electron
candidates at this point. Finally, the cluster of electrons are rebuilt by using a larger window size: 3 × 7
towers in the barrel and 5×5 towers in the endcaps of the EMCal. The energy of the clusters is calibrated
to the original electron energy based on the Monte Carlo (MC) simulated samples, using Multivariate
Analysis (MVA) techniques [71]. The four-momentum of the electron is computed using information
from both the calibrated energy cluster and the primary track. The η and ϕ coordinates of the electron
are taken from the corresponding track parameters, except for the tracks reconstructed from only TRT
hits, in which case the η and ϕ coordinates of the cluster are used.

1 In this work only electrons within the tracker acceptance region are used, therefore the reconstruction of electrons in the
forward detectors are not discussed.

2 All the tracks assigned to a cluster are kept for the purpose of further analysis, but only the primary track is used to determine
the kinematics and charge of the electron and in the electron identification.
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Identification The reconstructed electron candidates contain not only the prompt electrons, which
are considered the signal objects in this thesis, but also the backgrounds-like electrons, including jets
that are mis-reconstructed as electrons as well as non-prompt electrons from converted photons, Dalitz
decays and semi-leptonic decays of heavy-flavour hadrons. Electron identification algorithms make use
of various discriminating variables to reject the background objects. This includes properties of the track
in the ID, specific information from the TRT, track-cluster matching quantities, and a set of variables
that characterise the lateral and longitudinal shower development in the electromagnetic calorimeter and
the shower leakage fraction in the hadronic calorimeter, the so-called shower-shape variables. The list
of used discriminating variables can be found in Refs [68, 69].

In the 8 TeV analysis, a cut-based identification is used, which identifies the objects based on sequen-
tial requirements on the discriminating variables. The cut-based selection is optimised in bins of ET and
η, allowing to take into account the variation of the characteristics of an electron due to the dependence
of shower shapes on the amount of passive material traversed before entering the EMCal and the de-
pendences of shower shapes and track properties on the energy [68]. Three sets of identification criteria,
corresponding to different background rejection rate to signal efficiency, are available: Loose, Medium,
and Tight. By increasing the tightness, more discriminating variables are added and the requirements
on the already-used variables in the looser selections are tightened.

The electron identification used in the 13 TeV analysis is based on the likelihood-based approach.
This approach is a MVA technique, allowing to simultaneously evaluate the properties of an electron
candidate when making a selection decision. The likelihood-based identification makes use of signal
and background probability density functions of the discriminating variables and calculates an overall
probability for the electron to be signal or background. The likelihood-based identification operating
points are denoted by LooseLH, MediumLH, and TightLH. They all use the same input variables to
define the likelihood discriminant, but the requirement on the discriminant is tightened going from the
looser to the tighter identifications. These working points are also optimised in bins of ET and η.

The analyses presented in this thesis make use of the Tight and TightLH electrons. The Tight
identification used in the 8 TeV analysis equates to signal (background) efficiencies for the electron
candidates with 20 < ET < 50 GeV of around 78% (0.5%) which increase (decrease) with ET. The
TightLH identification used in the 13 TeV analysis results in the signal (background) efficiencies of
78% (0.3%) for the electron candidates with ET = 25 GeV, increasing (decreasing) with ET.

Isolation In addition to the identification criteria described above, reconstructed electrons can be
required to fulfil isolation requirements in order to further suppress the background objects, since prompt
electrons are more isolated then electrons originating from hadron decays in jets.

In the 8 TeV analysis, electrons are required to satisfy requirements on both calorimeter- and tracking-
based isolation variables. The calorimeter-based isolation variable is Econe20

T , which is the sum of trans-
verse energies of topological clusters within a cone of size ∆R = 0.2 around the direction of the electron
candidate, excluding cells associated with the electron energy cluster, and after being calibrated and
corrected for energy deposits from pile-up events the underlying activity. For tracking-based isolation
the variable pcone30

T is used, defined as the sum of pT of all tracks within a cone of size ∆R = 0.3 around
the electron candidate, excluding the electron track itself. The cuts on both variables are applied in
ηcl-pT bins and tuned to achieve uniform efficiency across the ηcl and pT spectra. For both isolation
variables, requirements are chosen to separately give a 90% electron selection efficiency for electrons
from simulated Z → ee events in each pT bin.

In the 13 TeV analysis, for the calorimeter-based isolation requirement the same variable Econe20
T is

used, while for the tracking-based isolation the variable pvarcone20
T is used. It is defined as the sum
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of pT of all tracks within a cone of ∆R = min(0.2, 10 GeV
ET

) around the electron candidate, excluding

the tracks associated to the electron. The requirements on the quantities Econe20
T /ET and pvarcone20

T /ET
are optimised to obtain a given electron isolation efficiency as a function of ET. This is referred to
as a Gradient isolation working point. The default Gradient working point is 90 (99)% for ET =

25 (60) GeV, estimated for electrons in MC simulated Z → ee process.

Efficiencies and Scale Factors The efficiency to detect an electron is divided into different com-
ponents of the reconstruction, identification, isolation and trigger efficiencies:

ϵtotal = ϵreconstruction × ϵidentification × ϵisolation × ϵtrigger . (4.1)

The efficiencies are measured for data and MC simulated events, using the so-called tag-and-probe
method. In a sample of selected Z → ee and J/Ψ→ ee events, strict selection requirements are applied
for one of the electrons in the event (tag), while the second electron candidate (probe) provides an
unbiased sample for study. The data-to-MC efficiency ratios as a function of ET and η of the electrons
are used as scale factors to correct the mismodelings in the MC samples.

4.3 Muon

Reconstruction The reconstruction of muons [72, 73] is first performed independently in the ID and
the MS, then the information from these two sub-systems, and to a lesser extent, from the calorimeter,
are combined.

The reconstruction of the muon track in the ID is the same as for any other charged particle, explained
in Section 4.1. The track reconstruction in the MS starts with using a Hough transform [67] to search for
hits in each MDT chamber and nearby trigger chambers that align on a trajectory in the bending plane of
the detector. Then a straight-line fit is performed to the hits found in each layer to reconstruct local MDT
segments. The RPC or TGC hits measure the coordinate orthogonal to the bending plane. A separate
combinatorial search in the η-ϕ plane is used to build segments in the CSC. The muon track candidates
are then built by fitting the hits from the segments in different layers. The segments are selected based
on hit multiplicity and fit quality and are matched using their relative positions and angles. At least two
matching segments are required to build a track, except in the barrel-endcap transition region where one
high quality segment with η and ϕ information can be used. Since one segment might have been used
for several track candidates, an overlap removal algorithm is applied which decides for best assignment
of a segment to a single track, or to allow two tracks to share a segment under the conditions that ensure
high reconstruction efficiency for close-by muons. Finally, all the hits associated to a track candidate
are fitted by a global χ2 fit, and the track is accepted if passes certain selection criteria.

Depending on which sub-detector informations are used, four type of reconstructed muons are defined:

• Extrapolated or standalone muons: The muon track is only reconstructed from the hits in the MS,
then the MS track is extrapolated to the interaction point. The track parameters (see Section 4.1)
are determined at the interaction point taking into account the estimated energy loss of the muon in
the calorimeters. This algorithm is mainly used to extend the acceptance for muon reconstruction
into the region 2.5 < |η| < 2.7 which is not covered by the ID.

• Segment-tagged muons: A reconstructed ID track is extrapolated toward MS and if it could be
associated with at least one local segment in MS chambers, it is classified as a muon. This

49



Chapter 4 From Detector to Physics: Event Reconstruction

algorithm recovers the muons that pass only one layer of MS chambers, either because of their
low-pT or because they passing through the low acceptance regions of the MS.

• Calorimeter-tagged muons: A reconstructed ID track is classified as a muon if it can be matched
to an energy deposit in the calorimeter consistent with a minimum-ionising particle. This type
has the lowest purity among all the muon types, but it is used to recover acceptance in the regions
where the MS is only partially instrumented (|η| < 0.1) in order to allow for cabling and services
to the calorimeters and the ID.

• Combined muons: First, tracks are reconstructed independently in the ID and the MS, then after
an ID and a MS track are found to be matched, a combined track is formed by a global refit to the
associated ID and MS hits, while taking into account the energy loss in the calorimeters. Most of
the combined muons are reconstructed following an outside-in pattern recognition, meaning that
the MS track is extrapolated inward to find its matched ID track. However the complementary
inside-out approach is also used to recover the low-pT muons, where the ID track is extrapolated
outward to match a MS track. The combined muon candidates have the highest purity.

The possible overlaps between the different muon types are resolved before producing the collection
of muons used in physics analyses [72, 73].

Identification Muon identification is performed to discriminate prompt muons (signal) against muons
originating from hadron decays (background), mainly coming from pion and kaon decays. Different
muon identification selections are provided by ATLAS to address the specific needs of different physics
analyses. The defined identification working points have different levels of tightness on muon quality
cuts, including requirements on the number of ID and/or MS hits, compatibility of the charge and
momentum measurements in the ID and in the MS, and the fit quality of the combined track.

The muons used in the 8 and 13 TeV analyses are respectively identified by the Tight [74] and
Medium [73] criteria. Both criteria include only combined muons within the ID acceptance, i.e. |η| < 2.5,
and extrapolated muons in the range of 2.5 < |η| < 2.7. Since the event selection in both analyses require
the muons to be in the pseudorapidity region of |η| < 2.5, as outlined later in Sections 7.1 and 8.1, in
practice only combined muons are used.

Isolation To further reduce the background muons originating from heavy-flavour decays, muons are
required to be isolated.

In the 8 TeV analysis, only a tracking-based isolation is performed. The ratio of the sum of pT of all
tracks, excluding the muon track itself, in a cone of the variable size of ∆R = 10 GeV

pT(µ) around the muon
candidate to the pT of muon is required to be less than 0.05. This isolation requirement results to 97%
muon selection efficiency for muons from Z → µµ decays.

For the 13 TeV analysis a similar Gradient isolation as for the electrons (see Section 4.2) is used, by
placing requirements on Econe20

T /pT(µ) and pvarcone30
T /pT(µ). The corresponding efficiency is 90 (99)%

for muons with pT = 25 (60) GeV in Z → µµ events.

Efficiencies, Momentum Calibration, and Scale Factors The reconstruction and isolation effi-
ciencies of muons, as well as their momentum scale and resolution, are studied in data and MC simula-
tion using J/Ψ → µµ and Z → µµ events. The extracted scale factors are used to bring the simulation
in agreement with the data.
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4.4 Jet

Reconstruction Jets are reconstructed from energy deposits forming topological clusters of calori-
meter cells (topo-clusters), using the anti-kt algorithm [75] with a radius parameter of R = 0.4.

A topo-cluster [76] is a three-dimensional cluster of individual calorimeter cells which are topolo-
gically connected and have a signal significance above certain thresholds. The signal significance is
defined as the ratio of the cell signal to the average expected noise in the cell, estimated from measured
calorimeter electronic noise and simulated pile-up effects. The topo-clusters are used as the input to the
anti-kt jet clustering algorithm.

The anti-kt algorithms uses two distance parameters, the distance di j between two entities (particles,
pseudo jets) i and j, and the distance diB between the entity i and the beam (B), defined as:

di j = min(k2p
ti , k

2p
t j )
∆

2
i j

R2 , (4.2)

diB = k2p
ti , (4.3)

where ∆2
i j = (yi − y j)

2
+ (ϕi − ϕ j)

2, kti, yi and ϕi are the transverse momentum, rapidity, and azimuthal
angle of the entity i, respectively, and R is the radius parameter, defining a cut-off for the approximate
cone size of the jet. The parameter p govern the relative power of the energy versus geometrical (∆i j)
scales. In the anti-kt clustering algorithms, p is set to −1 (hence the name "anti-kt "), while p = 0
corresponds to the Cambridge/Aachen algorithm [77] and p = 1 gives the inclusive kt algorithm [78].

The clustering proceeds by iteratively identifying the smallest of the two distances: if the minimum
is di j, then i and j are combined into a single object, i.e. a pseudo jet; if the minimum is diB then object
i is considered to be a jet and is removed from the list of entities. The process repeats until no entities
are left.

With the choice of p = −1, the soft particles tend to cluster around the hard ones long before they
cluster among themselves. If a hard particle has no hard neighbours in a 2R distance, it accumulate all
the soft particles within the radius R which results in a perfectly conical jet. If another hard particle is
present within a distance 2R but outside R, two jets are formed but it is not possible for both of them to be
perfectly conical. In the case of presence of another hard particle within R distance, both hard particles
participate in a single jet where the centre of the jet cone depends on their momentum distribution.

Calibration The ATLAS hadronic calorimeters are non-compensating, meaning that the response to
the electromagnetic and hadronic energy deposition is different. In other words, the measured energy de-
posits of an electron-initiated shower and that of a hadron-initiated shower for an electron and a hadron
carrying the same initial energy is not the same, with the energy of the hadrons being underestimated.
The jet energy scale, η, and energy resolution are calibrated in several steps as briefly explained below.
The complete calibration procedure can be found in Refs. [79, 80].

Before reconstructing the jets, the individual topo-clusters are calibrated to the electromagnetic energy
scale. There are two cluster calibration schemes used in the ATLAS, the electromagnetic (EM)-scale
method and the Local Cluster Weighting (LCW) method [79]. In this thesis, the 13 TeV analysis uses
the EM scheme and the 8 TeV analysis the LCW.

The reconstructed jets are first corrected to point back to the identified hard-scattering vertex (see
Section 4.1). During the jet reconstruction the jets are initially pointed toward the nominal centre of the
ATLAS detector. This jet origin correction does not affect the energy but improves the η-resolution.

In the next step, the effect of pile-up is removed. The in-time and the out-of-time pile-up events
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both affect the jet calibration. The contamination from pile-up is proportional to the area of the jet. An
area-based subtraction method [81, 82] is used in order to reduce the effect of the pile-up. The residual
pile-up effect is removed by applying additional corrections derived from MC simulation as a function
of the number of reconstructed primary vertices (NPV, measuring the actual number of collisions in
a given event) and the expected average number of interactions per bunch crossing (⟨µ⟩, sensitive to
out-of-time pile-up).

After applying the origin and pile-up corrections, the jet energy scale (JES) calibration is performed
which is a series of corrections to restore the reconstructed jet energy to the truth jet energy. First, using
inclusive jet simulation samples, MC-based corrections are used to bring the absolute reconstructed
jet energy to the truth scale and also to remove biases in jet η reconstruction, caused by technology
transitions and sudden granularity changes between different parts of the calorimeter. The η calibration
alters both the jet η and pT. Then, a global sequential calibration is performed to reduce the jet energy
dependence on the type of the particle that initiates the jet. Several observables that are sensitive to the
dependence of the jet response to the jet flavour are chosen. For each observable, an independent MC-
based correction is derived as a function of jet truth pT and η. The effect of each correction is to remove
the dependence of the jet response on each observable while conserving the overall jet energy scale.
Corrections for each observable are applied independently and sequentially to the jet four-momentum.
Finally, the in situ calibrations are applied to account for differences in the jet response between data
and MC simulations. This is done by balancing the pT of a jet against other well-measured reference
objects. The average response of forward jets are calibrated to that of well-measured central jets using
di-jet events, and the average response of central jets are corrected using Z boson, photon, and multijet
systems as references. For each in situ calibration, the response Rin situ is defined in data and MC as the
average ratio of the jet pT to the reference object pT, then the correction is defined as the ratio of Rin situ
in data to MC.

b-tagging Identifying the jets that are initiated by b-quarks (b-jets) plays an important role in top-
quark analyses due to the t → Wb branching fraction being close to 100%. Identification of the jets
originating from hadronisation of heavy flavour quarks exploits the distinctive properties of such had-
rons, such as their long lifetime and heavy mass. Their long life time allows them to travel a measurable
distance in the detector before they decay, resulting into displaced tracks that form secondary vertices.
Their heavy mass leads to more energetic decay products with respect to the light-flavour jets (i.e. u-,
d-, s-, or gluon jets). Also, their sizeable branching ratio for semileptonic decays makes the multiplicity
of soft leptons in the jet another handle for heavy-flavour jet identification.

There are several algorithms used in ATLAS to identify b-jets [83, 84], commonly referred to as b-
tagging algorithms. Using MVA techniques, the information from different b-tagging algorithms that
exploit a particular property of b-jets are combined to build the final tagging algorithm. The output
of the MVA algorithms is a discriminant value for each jet, meaning that for each jet in an event a
b-tagging score is assigned. The operating points are defined by a single cut on the discriminant value,
corresponding to determined efficiencies for identifying b-jets.

To tag the b-jets in the 8 and 13 TeV analyses, respectively the MV1 [83] and MV2c10 [84] algorithms
are used. They utilise the MVA approach Boosted Decision Trees (BDT) to combine the output of three
different algorithms. The jet pT and jet η are the additional BDT training variables. The algorithms
which provide the input for MV1 and MV2c10, listed below, all exploit the relatively long b-hadron
lifetime:

• Impact parameter based algorithm IP3D: This algorithm relies on the transverse and longitudinal
track impact parameters (see Section 4.1), taking into account their correlations. Using a log-
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likelihood ratio method, for each track the measurement S ≡ (d0/σd0
, z0/σz0

) 3 is compared to
pre-determined two-dimensional probability density functions that are obtained from simulation
for both the b-jet and the light-flavour jet hypotheses.

• Secondary vertex finding algorithm SV1: This is an inclusive secondary vertex reconstruction
algorithm for inside the jets. The algorithm aims at finding the vertices formed by the decay
products of the b-hadron, including the products of the possible subsequent c-hadron decay, since
the b-quark predominantly decays into a c-quark. The lifetime of charm hadrons are smaller than
of bottom hadrons, but are large enough for them to travel measurable distances at high energies.
Tracks that are distant enough from the primary vertex but are associated with the jet are used. A
likelihood ratio exploit different vertex properties in order to reject the vertices from long-lived
particles like Ks and Λ, or from photon conversions.

• JetFitter: This algorithm exploits the topological structure of weak b- and c-hadron decays inside
the jet and aims to reconstruct the complete decay chain. It uses a Kalman filter to find a common
line on which the primary vertex and the b and c vertices lie, approximating the b-hadron flight
path.

The MV1 operating point that is used in the 8 TeV analysis yields a b-jet tagging efficiency of 70%
in simulated tt̄ events for jets with pT > 20 GeV and |η| < 2.5, which corresponds to a light-favour
jet rejection factor of 140 4. In the 13 TeV analysis, the MV2c10 operating point corresponds to an
efficiency of 77% is used, corresponding to a rejection factors for light-favour jet and c-jet of 134 and 6
respectively.

4.5 Photon

Reconstruction Photons [57, 85] and electrons have very similar signatures in the EMCal, therefore
their reconstruction proceeds in parallel. Before entering the EMCal, electrons leave a track behind in
the ID. Photons on the other hand do not interact with the tracker as they are electrically neutral, but
there is a certain probability for them to convert into an electron-positron pair when they traverse the ID
material.

The electromagnetic clusters in the EMCal are first reconstructed as described in Section 4.2. Then
the tracks reconstructed in the ID are matched to the electromagnetic cluster, as also described in Sec-
tion 4.2. The electromagnetic clusters to which no tracks are matched are classified as unconverted
photon candidates. If the tracks matched to an electromagnetic cluster are compatible with a photon
conversion vertex, it is considered as a converted photon, otherwise it is set as an electron candidate.
Therefore, a crucial step in reconstruction of electrons and photons is the reconstruction of photon con-
version secondary vertex.

The two-track conversion vertices are reconstructed from pairs of oppositely charged tracks that are
likely to be electrons, as determined from TRT information. Since the tracks of a photon conversion are
parallel at the point of conversion, geometric requirements are used to select the track pairs. The track
pairs are categorised as Si-Si, TRT-TRT, and Si-TRT, depending on whether both tracks, none, or only
one of them have hits in the silicon detectors, respectively. The applied geometric requirements for each

3 d0/σd0
(z0/σz0

) is the transverse (longitudinal) track impact parameter significance, where σd0
(σz0

) is the uncertainty on
the reconstructed d0 (z0).

4 The rejection factor for light-favour and c-jets are defined as the inverse of the efficiency for tagging a light-favour jet or a
c-jet as a b-jet, respectively.
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of the three categories are different. Then a vertex fit is performed, using all the five track parameters
(see Section 4.1) of each of the two participating tracks, with the the constraint that the tracks are parallel
at the vertex.

It is not always possible to reconstruct converted photons with two associated tracks. There are cases
that one of the two tracks is not reconstructed, either because it is very soft, or because the two tracks are
very close to each other and cannot be adequately separated. These effects are specially more significant
for conversions taking place in the outermost layers of the ID. Therefore, the single-track conversion
vertices are built from tracks without hits in the innermost sensitive layers. These tracks must either
have a very high likelihood to be an electrons based on TRT information, or have no hits in the TRT.
Since it is not possible to perform a vertex fit with a single track, the location of the first measurement
of the track defines the conversion vertex.

Similar to the track-cluster matching (see Section 4.2), a vertex-cluster matching is performed by
extrapolating the vertex to the middle layer of the EMCal and matching it to electromagnetic cluster
centre based on their distance in η and ϕ. In case of multiple matched conversion vertices to a cluster,
the two-track conversions are preferred over single-track conversion, and when the number of tracks are
the same the preference is given to the candidates with more tracks with hits in the silicon detectors, and
finally if the number of tracks with hits in the silicon detectors are the same, the vertex with the smallest
conversion radius5 is preferred.

The photon energy measurement is performed using information from the calorimeter. Same as for
the electrons, first the cluster of reconstructed photon candidates are rebuilt, using a larger window
size that the initial ones: 3 × 7 (3 × 5) towers in the barrel region of the EMCal for the converted
(unconverted) photons, and 5 × 5 towers in the endcaps. Then the energy of the clusters are determined
after performing the calibration procedure described in Ref. [71]. The photon ET is computed from the
calibrated cluster energy and the pseudorapidity of the centre of the cluster in the second layer of the
EMCal (η2) : ET = E/ cosh η2.

The author’s contribution in photon reconstruction for run-2: The reconstruction efficiency of
converted photons are studied under the different scenarios for the TRT gas configuration before starting
the run-2. Furthermore, the changes that are made in the photon reconstruction with respect to run-1, in
order to improve both reconstruction efficiency and rejection of fake converted photons (i.e. unconverted
photons that are wrongly reconstructed as converted photons), are validated. These changes are listed
in [85].

Identification Photon identification distinguishes between prompt photons and background photons
that originate from the decay of hadrons in jets or jets depositing a large energy fraction in the EMCal.
Prompt photons typically have narrower energy deposits in the EMCal and smaller leakage to the HCal,
compared to the photons originated from jets. In addition, the background photons coming from neutral
hadron decays to two photons (dominantly π0 → γγ) are characterised by two separate local energy
maxima in the finely segmented first layer of the EMCal (strip layer). Therefore, photon identification
is based on a set of cuts on shower-shape variables (see Section 4.2), listed in Table 4.1.

Two sets of photon identification criteria - Loose and Tight- are defined. The Loose selection is
based on shower shapes in the second layer of the EMCal and the energy leakage in the HCal. The
Tight selection adds information from the strip layer of the EMCal, and is separately optimised for
unconverted and converted photons, to account for the generally broader shower profile of the latter.
Both selection criteria are optimised in bins of photon η, in order to account for the calorimeter geometry

5 The conversion radius is defined as the distance from the conversion vertex to the beam line in the transverse plane.
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and for the effects on the shower shapes from the material upstream of the calorimeter, which is non-
uniform as a function of η. While the same set of discriminating variables and the same η-binning are
used for the photon identification in run-1 and run-2, the selection cuts are tuned prior to the 2012 data
taking in run-1 (when centre-of-mass energy increased from 7 to 8 TeV) and then again prior to run-2,
to cope with the higher pileup expected and reduce the dependency of the identification efficiency on
pile-up. The presence of pile-up tends to broaden the distributions of the shower-shape variables, thus
reduces the separation between prompt and background photon candidates.

Both of the 8 and 13 TeV analyses presented in this thesis use the Tight identification criteria. The
Tight identification used in the 8 TeV analysis provides an efficiency that increases from 50-65% (45-
55%) for unconverted (converted) photon candidates at ET ≈ 10 GeV to 94-100% at ET = 100 GeV,
and is greater than 90% for ET > 40 GeV [57], while for the 13 TeV it increases from 45-60% at
ET = 10 GeV to 95-98% for ET > 100 GeV [85].

Name Description Loose Tight

Leakage in the HCal

Rhad1 Normalised hadronic leakage: Ratio of the transverse energy de-
posited in the cells of the first layer of the HCal which centre in a
window of ∆η × ∆ϕ = 0.24 × 0.24 behind the photon cluster, to
the transverse energy of the photon. This is used over the range
of |η| < 0.8 and |η| > 1.37.

✓ ✓

Rhad Ratio of the transverse energy in HCal to the transverse energy of
the electromagnetic cluster. This is used over the range of 0.8 ≤
|η| ≤ 1.37.

✓ ✓

Variables using the second (middle) layer of the EMCal

Rη Ratio of energy of 3 × 7 to 7 × 7 cells in η − ϕ ✓ ✓

Rϕ Ratio of energy of 3 × 3 to 3 × 7 cells in η − ϕ – ✓

wη2 Lateral width of the shower ✓ ✓

Variables using the first (strip) layer of the EMCal

ws3(wη1) Shower width using three strips around the maximum – ✓

ws,tot Total lateral width of the shower – ✓

fside Energy within 7 strips without 3 central strips normalised to en-
ergy in 3 central strips.

– ✓

Eratio Ratio between difference of first 2 energy maxima divided by
their sum (Eratio = 1 if there is no second maximum).

– ✓

∆E Difference between the second energy maximum and the min-
imum between first and second maximum (∆E = 1 if there is
no second maximum).

– ✓

Table 4.1: Discriminating variables used for the photon identification.

Corrections to Simulated Shower-shapes The distribution of photon shower-shape variables in
MC simulation shows some discrepancy with respect to the distributions in data. While the shape of the
distributions in data and MC are rather similar, the observed differences are in the average values of the
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distributions. This points to a mismodelling of the lateral profile development of the electromagnetic
showers in MC simulation, while the longitudinal electromagnetic shower profiles are in general well
described. These data-MC differences are measured from Z → llγ (l = e, µ) and single-photon (γ+jets)
events and parametrised as simple shifts to be applied to the MC simulations to align them with data.
Figure 4.1 shows as an example the ws3 distributions in Z → llγ events in 13 TeV, separately for
converted and unconverted photons, in data and MC before and after implementing the corrections.
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Figure 4.1: Distributions of the photon shower-shape variable ws3 in Z → llγ events in data and MC (before and
after correction) for (a) unconverted and (b) converted photons [85].

Isolation In the 8 TeV analysis presented in this thesis no photon isolation is required. Instead, the
photon isolation is used to built templates for signal and background photons, as explained later in
Section 7.2.1.

Photons used in the 13 TeV analysis are isolated. Three different isolation working points are provided
by ATLAS, as shown in Table 4.2, from which this analysis has used the FixedCutTightworking point.

Name Description

FixedCutLoose Econe20
T < 0.065 pT(γ) and pcone20

T < 0.05 pT(γ)

FixedCutTight Econe40
T < 0.022 pT(γ) + 2.45 GeV and pcone20

T < 0.05 pT(γ)

FixedCutTightCaloOnly Econe40
T < 0.022 pT(γ) + 2.45 GeV

Table 4.2: Photon isolation working points.

Efficiencies and Scale Factors The photon identification efficiencies are measured separately for
converted and unconverted photon candidates in different η regions, by combination of three comple-
mentary data-driven methods as outlined in Refs. [57, 85]. The identification efficiencies are measured
in data and MC, after corrections to the simulated shower-shapes are applied, and the Data-to-MC effi-
ciency ratios used as scale factors to correct for the small residual efficiency differences.
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4.6 Missing Transverse Momentum

As explained in Section 3.2.1, the missing transverse momentum [86, 87] can be associated with neutri-
nos. The measurement of Emiss

T strongly depends on the energy scale and resolution of the reconstructed
physics objects. The reconstructed Emiss

T has two types of contributions. The first one, the hard term, is
computed from all the high-pT physics objects in the event. This includes the reconstructed and fully
calibrated electrons, photons, muons, hadronically decaying τ-leptons, and jets. The second one, the
soft term, consist of the calorimeter energy deposits or tracks (depending on the soft-term definition)
that are not associated to the physics objects included in the hard terms, i.e. soft signals.

The missing transverse momentum components, Emiss
x and Emiss

y , are given by:

Emiss
x(y) = −

∑
i∈{hard objects}

px(y),i −
∑

j∈{soft signals}
px(y), j , (4.4)

and the Emiss
T is calculated from the components as:

Emiss
T = |E⃗miss

T | =
√

(Emiss
x )2

+ (Emiss
y )2 . (4.5)

In the calculation of Emiss
x(y) , the contributing objects need to be reconstructed from mutually exclusive

signals in order to avoid possible double counting of contribution. Therefore, the energy deposits in
the calorimeters and the tracks are matched to reconstructed physics objects in the following order:
electrons, photons, hadronically decaying τ-leptons, jets, and finally muons. Generally, if two objects
share a signal, the object with lower priority is rejected.

The soft term is a necessary but challenging component of the Emiss
T . It accounts for the typically

low-pT contributions from hard scattering which are not included in the hard term. While the hard term
is characterised by little dependence on pile-up because it includes only fully calibrated objects, where
the calibration includes a pile-up correction, the soft term is susceptible to contributions from pile-up
and underlying events. Several algorithms for reconstructing and calibrating the soft term, as well as
methods to suppress the pileup contributions, are developed in ATLAS. The analyses presented in this
thesis make use of the Track Soft Term (TST) algorithm. The TST is reconstructed from ID tracks
that match to a hard-scattering vertex (see Section 4.1) and are not associated with any of the objects
used in the hard term. Although this approach misses the contribution from soft neutral particles and
is limited to the ID coverage region (|η| < 2.5), its excellent vertex matching strongly suppresses the
pile-up contributions to the point that it is preferred to the calorimeter-based approaches.

The performance of Emiss
T reconstruction is studied by comparing the simulation and data using the

W → lν and Z → ll processes. The W → lν process feature a relatively high expected Emiss
T and

provides a well-defined topology to study the Emiss
T distributions. The Z → ll process is expected to

have an intrinsic Emiss
T close to zero, therefore it is used to evaluate the modelling of the effects that give

rise to fake Emiss
T . More details can be found in Refs [86, 87].
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CHAPTER 5

Data and Simulated Samples

The data and simulated samples used in the analyses presented in this thesis are introduced in this
chapter.

5.1 Collision Data

The tt̄γ cross-section measurements presented in this thesis are performed in two different energy re-
gimes, using the data collected by the ATLAS detector from proton-proton (pp) collisions in the LHC,

• at a centre-of-mass energy of
√

s = 8 TeV, collected in 2012 from run-1 of data taking, with a
corresponding integrated luminosity of 20.2 fb−1,

• at a centre-of-mass energy of
√

s = 13 TeV, collected in 2015 and 2016 from run-2 of data taking,
corresponding to an integrated luminosity of 36.1 fb−1.

Throughout this thesis the two analyses are referred to by their centre-of-mass energy.
The configuration of the LHC proton beams and the conditions of the ATLAS detector sub-systems

and readout can change during the data taking. Only the data collected in stable beam conditions and
satisfying restricted detector and data quality requirements is considered. This includes the full opera-
tion of all the sub-systems of ATLAS. Candidate events in data are collected using the trigger menus
explained in Section 7.1 and 8.1. Distributions of mean number of interactions per bunch crossing, µ,
in 8 and 13 TeV data are shown in Figure 5.1. The number of interactions per crossing for each bunch
follows a Poisson distribution and µ is the mean value of the Poisson distribution. The value of ⟨µ⟩ is a
quantification of the amount of pileup in data.

5.2 Monte Carlo Simulated Samples

In order to compare the observed data with theoretical models, MC techniques are used to model the
signal and background processes resulted from pp collisions described in Section 2.2. The first main
step in production of the MC simulated samples is the event generation. In this step, the scattering
process of interest is simulated from the incoming protons up to the stable particles that fly into the
detector. The event generation follows with the second step, the detector simulation, where the detector
response to the stable particles from the event generation is simulated. The MC simulated events then
passed to the same reconstruction algorithms that are used for data, outlined in Chapter 4.
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Figure 5.1: The average number of interactions per bunch crossing in pp collisions (a) at
√

s = 8 TeV during
2012 [88] (b) at

√
s = 13 TeV during 2015 and 2016 [89]. All data delivered to ATLAS during stable beams are

shown.

The event generation itself is performed in different steps. First the 2 → n hard scattering process
is simulated, where the MC generators convoluted with the PDFs are used to calculate the ME in a fix
order of perturbative QCD calculations, usually LO or NLO. For the case of short lived particles, the
decay to stable particles are also performed. In the next step, the hard process events are interfaced with
a second MC generator that simulates the non-perturbative evolution of the final state. This includes
the extra radiations in the initial and final state (ISR and FSR) and the parton showering, followed by
hadronisation. The decay of the long-lived particles are included as well. The simulation of pile-up and
underlying events (together referred to as minimum bias events) is provided by overlaying extra 2 → 2
scatterings at low scales. The processes that are non-perturbative could only be approximated from
phenomenological methods and their simulations are not as precise as the ME generation. Therefore,
their implementations in MC programs rely heavily on tuning to data. Various tune parameters are
optimised in order to reasonably well describe certain observable distributions in data. Furthermore, the
simulated pile-up distribution is re-weighted to match data.

The MC generators used to perform the ME generation are MadGraph5_aMC@NLO [90, 91], Powheg-
Box [92–94], Sherpa [36] and Alpgen [95]. For the parton showering, hadronisation and underlying
event modelling they are interfaced to Pythia [96, 97] or Herwig [35, 98], except for Sherpa that
provides its own parton showering and hadronisation modelling. The Lund (String) Model is the model
implemented in Pythia for the hadronisation, while Herwig uses the Cluster Model (see Section 2.2.2).
Often Herwig is linked with Jimmy [99] in order to simulate the underlying events. The dedicated
generator Photos [100, 101] is used to improve the simulation of extra QED radiations. The decay
of tau-leptons is handled with Tauola [102, 103], and EvtGen [104] is used to simulate the decay of
bottom and charm hadrons. The overlaid pile-up are generated by Pythia.

Finally, the generated events go through the detector simulation, using Geant4 [105]. The latest
and detailed description of the ATLAS detector (material, geometry, magnetic fields, and sub-systems,
including trigger) is the input for the Geant4 simulation toolkit. First the interactions of all traversing
particles with the detector are simulated. Then, in the step know as digitization, the detector responses
are converted to digital signals simulating the readout system of the ATLAS detector. The simulated
events at this point are ready to go through the reconstruction algorithms. A description of ATLAS
simulation infrastructure is available in Ref. [106].
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5.2 Monte Carlo Simulated Samples

In the following the detail of MC simulated samples used for the signal and background processes in
the 8 and 13 TeV analyses are given. The summary lists of the samples are available in Appendix C.

5.2.1 Simulation of Signal Events

The tt̄γ signal sample is simulated as a 2 → 7 process with MadGraph5_aMC@NLO (denoted as
MadGraph hereafter). The ME is generated at the LO accuracy in QCD, including the decays of top
quarks, for the single-lepton and dilepton decay channels of tt̄γ. The photon can be radiated from the
incoming charged partons, the top quarks, or any of the charged particles in the decay chain (i.e. W
boson, b-quark, charged leptons).

For the 8 TeV analysis, version 2.1.0 of MadGraph generator is used. The generated events are inter-
faced with Pythia v6.427 for parton showering, hadronisation, and underlying event modelling, using
the Perugia2011C tuning [107]. The PDF set CTEQ6L1 (LO) [32] used for both the ME generation and
Pythia.

In the 13 TeV analysis, ME generation is done by version 2.33 of the MadGraph generator, and
interfaced with Pythia v8.212 using the A14 set of tuned parameters [108]. The PDF set NNPDF2.3LO
set [33] is used with both MadGraph and Pythia.

The particle masses, the decay widths of the top quark and the W boson, the fine structure constant (α),
and the QCD renormalisation (µR) and factorisation (µF) scales are set to the values listed in Table 5.1.
The masses of u-, d-, c-, and s-quark are set to zero since they are considered as initial state quarks
and their masses are much smaller than the typical scale of the hard tt̄γ process. This approximation
simplifies the ME calculation. For the signal sample used in the 13 TeV analysis, the b-quark is also
considered as one of the initial state quarks1, therefore its mass is approximated to zero, while in the
8 TeV analysis it is considered to be massive because it is not included in the initial state quarks2. The
mass of electron is also approximated to zero as it is much smaller than the typical scale in the evolution
of the final state. While for the 8 TeV sample µR and µF are set to two times of the top-quark mass, for
the 13 TeV sample they are set dynamically, corresponding to half of the sum of transverse energies of
all the particles generated from the ME, where the transverse energy of a particle with rest mass m and

transverse momentum pT is defined as ET =

√
m2
+ p2

T.

Signal u-/d-/s-/c-quark b−quark top quark top quark W boson electron muon tau
α µR / µFsample mass mass mass decay width decay width mass mass mass

inputs [GeV] [GeV] [GeV] [GeV] [GeV] [GeV] [GeV] [GeV]

8 TeV
0

4.7
172.5 1.320 2.085 0 0.105 1.777 1

137
2×mtop

13 TeV 0 dynamic

Table 5.1: Input parameters set for the tt̄γ signal sample simulation in 8 and 13 TeV analyses.

Since real photons are massless, their emission in the infrared limit (emissions of photons with negli-
gible momentum) and the collinear limit (emissions of photons under a very small opening angle with
respect to the emitting particle) exhibit divergencies in finite order calculations. To avoid the infrared
and collinear singularities, and to increase the production efficiency, the following set of requirements
are applied for the generated events:

• At least one photon is required.

1 This is the so-called five-flavour scheme, in which u-, d-, s-, c-and b-quarks are treated as active flavours inside the proton.
2 This corresponds to the so-called four-flavour scheme, as opposed to the five-flavour scheme explained above, where b-

quarks are only considered as final state particles.
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• Photons are required to have pT > 10 (15) GeV and |η| < 5.0 in the signal sample produced for
the 8 (13) TeV analysis.

• At least one lepton is required.

• Leptons must have pT > 15 GeV and |η| < 5.0.

• The ∆R distance (defined as Equation 3.9) between the photon and all the charged particles in the
final state must be larger than 0.2.

Additional photon radiation is generated with Photos 2.15.4 and Tauola 2.7 is used for the decay of
tau-leptons.

The resulting total cross section is calculated to be 1.19 pb and 4.62 pb for the 8 TeV and the 13 TeV
signal tt̄γ samples, respectively.

Several alternative signal samples are produced in order to evaluate the signal modelling uncertainties.
For the 8 TeV analysis, the effect of the scale choices are studied by comparing the nominal sample

with two alternative samples that are produced with varied µR and µF values, by spontaneously chan-
ging them by a factor of 1/2 and two. To study the effect of initial- and final-state radiations (ISR
and FSR) modelling, alternative samples are produced with the relevant Pythia Perugia2011C tunes
varied up and down. The uncertainty due to the parton showering, hadronisation and underlying event
modelling is obtained by comparing the nominal sample with an alternative sample generated by using
Herwig v6.520/Jimmy v4.31 instead of Pythia.

For the 13 TeV analysis, the effect of ISR and FSR modelling is studied through the alternative
samples produced with the relevant Pythia A14 Var3c tune parameters varied. Also, an alternative
sample is generated by using Herwig v7.0.1 instead of Pythia in order to account for the uncertainty
due to the parton showering, hadronisation and underlying event modelling. In the 13 TeV analysis, for
varied µR and µF values no new samples are produced, as they are available as weights in the nominal
sample.

Next-to-Leading Order k-factor for the Signal Sample

The theoretical calculations of tt̄γ production in NLO accuracy in QCD are available [109]. Taking
advantage of these theory calculations, the tt̄γ signal MC samples in both 8 and 13 TeV analyses are
normalised to the NLO predictions. This is done by using k-factors, defined as the ratio between NLO
and LO cross sections.

Although the results presented in Ref. [109] are calculated for
√

s = 14 TeV, dedicated calculations
are performed by the authors of Ref. [109] for

√
s = 8and13 TeV, using the same techniques. The

calculation of the k-factor for the 8 TeV signal sample is presented in Section 7.2.4 and for the 13 TeV
sample in Section 8.2.5.

5.2.2 Simulation of Background Events

Background Samples for the 8 TeV Analysis

The tt̄ production is simulated at NLO accuracy in QCD with Powheg-Box v1.0 using the CT10 (NLO) [110]
PDF set, interfaced with Pythia v6.427 using the same tune parameters as the signal tt̄γ sample. The
hdamp parameter, which controls the pT of the first additional parton emission beyond the Born configur-
ation in Powheg, is set to mtop

3. In the 8 TeV analysis the tt̄ sample is only used for validation studies,

3 The main effect of this parameter is to regulate the high-pT emissions against which the tt̄ system recoils [111]
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no background is estimation from this sample.
The productions of the W and Z bosons in association with a photon (Wγ and Zγ) are simulated with

Sherpa 1.4.0 at LO (with up to three partons in the final state), using the CT10 (NLO) PDF set. An al-
ternative Wγ sample is used to evaluate the modelling uncertainty of the Wγ background. It is generated
by Alpgen 2.14 and interfaced to Pythia 6.426., using CTEQ6L1 PDF set for both ME calculation and
parton showering. Since the contribution from Zγ background is very small, no dedicated sample for
evaluating Zγ modelling uncertainties are used.

The single-top production in the t- s- and Wt-channels are generated at NLO with Powheg-Box v1.0 [112,
113], using the CT10 (NLO) PDF set for ME calculation in the s- and Wt-channels and CT104fs PDF
set for the t-channel. The generated events are interfaced to Pythia 6.426 in the Wt channel and to Py-
thia 6.427 in the s- and t-channels. The single-top production in Wt-channel and tt̄ production interfere
beyond LO. To remove the overlaps, the Wt-channel sample is produced using the diagram removal gen-
eration scheme [114]. The samples in the t- and Wt-channels are normalised to the NNLO calculations
by k-factors.

The diboson production of WW, WZ and ZZ are generated by Alpgen 2.14 at LO, interfaced to
Herwig v6.520/Jimmy 4.31, using the CTEQ6L1 PDF set and the AUET2 tune [115]. The diboson samples
are normalised to the NLO calculations, using k-factors.

In all above samples, for the QED radiative corrections Photos is used. Hence, in the samples that
a photon is absent in the ME generation level (i.e. tt̄, single-top and diboson productions), the photon
radiation is simulated in the fragmentation process with Photos.

Background Samples for the 13 TeV Analysis

The nominal MC simulated tt̄ sample is generated with Powheg-Box v2, using the NNPDF3.0NLO PDF
set [116]. It is interfaced with Pythia v8.210 using the A14 tune set and the NNPDF2.3LO PDF set [33].
The hdamp parameter is set to 1.5×mtop.

Two alternative tt̄ samples are used to evaluated the uncertainties due to QCD scale choices and the
modelling of the ISR and FSR. One of the samples is generated using the µR and µF scales varied down
by a factor of two, the hdamp parameter value increased by a factor of two, and varying the A14 Var3c
tune parameter to the values corresponding to higher radiation activity. The other sample is generated
with the µR and µF scales varied up by a factor of two, keeping the hdamp parameter at its nominal value,
and varying the A14 Var3c tune parameter to low radiation. A third alternative tt̄ samples is generated
by Sherpa v2.2 to evaluate the uncertainty of the choice of the ME generator and the parton showering
and hadronisation program.

The Wγ and Zγ productions are generated with Sherpa v2.2.2, while the inclusive production of
W+jets and Z+jets are simulated with Sherpa v2.2.1. All four samples use the NNPDF3.0NLO PDF set.

The production of single top quark in t-, s- and Wt-channels are simulated with Powheg-Box v1. The
PDF set used for s- and Wt-channels is the CT10 (NLO) set, while for t-channel the CT104fs PDF set
is used. All channels are interfaced with Pythia v6.428, using the Perugia2012 tunes [107] and the
CTEQ6L1 PDF set.

The WW, WZ and ZZ diboson samples are generated by Sherpa v2.1, using the CT10 (NLO) PDF set.
All above samples are generated at NLO precision in QCD, and those for which the NNLO calcu-

lations are available are normalised to the NNLO using k-factors. Same as for the 8 TeV background
samples, in the samples that the ME does not include photon radiations (i.e. tt̄, single-top, diboson,
W+jets and Z+jets productions), the photon radiation is present through QED radiative corrections by
Photos in the fragmentation process.
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Chapter 5 Data and Simulated Samples

5.2.3 Removal of the Event Double Counting between Samples

Because the showering procedure adds photon radiations to the simulated events in inclusive tt̄ and
V+jets samples (V = W, Z), they can contain events that are already accounted for by the tt̄γ and Vγ
samples (V = W, Z). Using truth information, this overlap is removed by vetoing the events in the tt̄γ and
Vγ samples where the selected photon is not originated from the hard interaction before hadronisation
(prompt photon), and vetoing the events in the tt̄ and V+jets samples where the selected photon is a
background photon coming from hadron decays within a jet, a jet that is mis-reconstructed as a photon,
or an electron mis-reconstructed as a photon. These different categorisations of photons are explained
thoroughly in Chapters 7 and 8. After this overlap removal the tt̄ and V+jets samples only contribute to
the backgrounds with non-prompt and fake photons, the Vγ sample only contribute to the backgrounds
where the photon is prompt, and the tt̄γ sample only contains the signal.

The reconstructed photons are matched to a truth object at the particle level, i.e. after simulation of
hadronisation and showering processes and before the detector simulation4. If the reconstructed photon
is associated to a true electron, or if a true electron (with pT > 10 GeV and |η| < 3) in a cone size of 0.05
around the reconstructed photon is found, it is considered as the case of an electron faking a photon. If
the reconstructed photon is associated to a true hadron, or a true photon which is not originating from
ISR, FSR, a boson, or a prompt lepton, and is originating from a hadron, it is considered as a fake or
non-prompt photon from a jet. Any other cases are considered as prompt photons.

4 The truth type and truth origin of the particles are extracted from the algorithms provided by ATLAS in a tool called
MCTruthClassifier [117].
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CHAPTER 6

Cross-Section Definitions and Likelihood
Description

Before describing the pp → tt̄γ cross-section measurements at
√

s = 8 and 13 TeV in chapters 7 and 8,
respectively, the definitions of total, fiducial and differential cross sections, alongside the description of
the likelihood functions used to extract the cross sections are outlined in this chapter. The definitions and
descriptions presented here are the common ingredients of both analyses. Any further analysis-specific
descriptions will follow in the relevant analysis chapters.

6.1 Total Cross Section

The total pp → tt̄γ cross section, σtot
tt̄γ, could have been simply calculated from Equation 3.3 by count-

ing the number of tt̄γ signal events in the data-set and knowing the total integrated luminosity of the
collected data-set, L. However, the measured number of tt̄γ signal events from the data-set is not really
equal to the total number of tt̄γ events that are produced. It is subject to the efficiency of reconstruct-
ing the events and selection the signal. Also, it does not correspond to the total phase space, since the
measurement is performed in a phase space limited to the geometrical (and kinematical) acceptance
of the detector. Therefore, the proper correction and extrapolation factors are needed to be added in
Equation 3.3:

σtot
tt̄γ =

Ntt̄γ

L · A ·C . (6.1)

Factor A is called the acceptance factor, which extrapolates the measurement from the phase space
in which the measurement is performed, to the total phase space. Factor C is called the correction
factor, which accounts for the tt̄γ signal events that are produced inside the measurement phase space
to be reconstructed and selected. It also corrects for the events that are produced outside of this phase
space but are wrongly reconstructed as an event belonging to this volume. More explanation on this will
follow later in this Chapter.

Both A and C can be derived from the MC simulated tt̄γ sample, as shown later in Section 6.2. As
explained in Section 5.2.1, in the production of tt̄γ signal sample some minimum kinematic require-
ments are applied at the ME generation level, in order to remove divergencies (and also to increase
the generation efficiency). Therefore, the acceptance factor A which is derived from this MC sample
can never extrapolate the measurement to a total phase space as a conventional meaning of the word
"total" may suggest. Rather, it extrapolates the measurement to the phase space defined by the imposed
requirements at generation level, which is still a larger phase space than the one of the measurement.
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Chapter 6 Cross-Section Definitions and Likelihood Description

In principle, an acceptance factor could also be derived from theory calculations. In other top-quark
related analyses often the total cross section is calculated from theory. However, due to the presence of
a photon in the final state this is not possible in the case of tt̄γ, since again in the theory calculations
kinematic requirements to avoid divergencies are needed. So wherever in this text the terms total cross
section and total phase space are used, one should note that it means the total available phase space of
the generated events.

In case of measuring the cross section in a specific decay channel of tt̄γ, Equation 6.1 changes to:

σtot
tt̄γ,l =

Ntt̄γ,l

L · Al ·Cl
= σtot

tt̄γ × BRl , (6.2)

where index l indicates the decay channel and BRl is the branching ratio of channel l.

6.2 Fiducial Cross Section

Since the acceptance factor A extrapolates the measurement into a theoretical phase space where no
measurement is performed, it depends on the simulation modelling. Hence, it is subject to theoretical
uncertainties. Therefore, it is more convenient to skip such extrapolation and report the cross section
in the fiducial phase space of the detector, where the measurement is actually performed. This way,
the reported cross section is (ideally) model-independent and depends only on detector related effects,
through the correction factor C. But this is only useful if the theory predictions for the specific fiducial
phase space are also available. Therefore, the fiducial region needs to be defined in advance and be
agreed upon by experimentalist and theorists. In addition, a direct comparison between the result of
different experiments (for example ATLAS and CMS) could be possible if they use a common fiducial
region definition.

The fiducial cross section for channel l is expressed as:

σfid
tt̄γ,l =

Nobs,l − Nbkg,l

L ·Cl
= Al × (σtot

tt̄γ × BRl) , (6.3)

where Nobs,l is the observed number of events in data and Nbkg,l the estimated number of background
events in the observed data, both in decay channel l. By subtracting the number of background events
from the number of observed events in data, and applying the correction factor Cl, the expected true
number of signal events in the fiducial region in channel l is derived.

Since the definition of the fiducial region is different in the 8 and 13 TeV analyses, they are described
later in their relevant chapters, in Sections 7.2.2 and 8.2.2. In the following, the definition of various
factors needed to extract the fiducial and total cross sections are given, as they are common between the
two analyses. For simplicity, the channel index l is omitted.

To evaluate C, the criteria defining the fiducial phase space are applied to the MC simulated signal
events at particle level (i.e. before the detector simulation), which mimic the signal selection require-
ments at reconstruction level (i.e. after the detector simulation) 1. The reconstruction level corresponds
to what is expected to be observed in data, while the particle level is free of detector effects, so their
comparison reveals the detection inefficiencies2. The ratio of the number of signal events selected at re-

1 To summarise, the MC simulated events before adding the simulation of hadronisation and showering processes are referred
to be at generation level or parton level, as opposed to the particle level where the simulation of hadronisation and showering
is added but the detector simulation is not, and the reconstruction level that refers to after adding the detector simulation.

2 As long as the selection requirements used to define the fiducial region at particle level are close to, if not identical with, the
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construction level (Nreco) to the number of signal events generated in the fiducial region (Nfid
gen), defines

the correction factor:
C =

Nreco

Nfid
gen

. (6.4)

That is to say, C unfolds the number of signal events selected at reconstruction level to the number
of signal events generated in the fiducial region. To demonstrate the physical meaning of it, C can be
re-written as:

C =
ϵ

1 − fout
, (6.5)

where ϵ is the signal efficiency, i.e. the efficiency of the signal events generated in the fiducial region to
be selected at reconstruction level:

ϵ =
Nfid

reco

Nfid
gen

, (6.6)

and fout is the outside migration fraction, defined as the fraction of signal events selected at reconstruc-
tion level that are not generated within the fiducial region:

fout =
Nnon-fid

reco

Nreco
. (6.7)

Using Equations 6.5, 6.6 and 6.7, one can write:

Nreco

C
=

Nreco × (1 − fout)
ϵ

=
Nfid

reco

ϵ
= Nfid

gen , (6.8)

which is equivalent to Equation 6.4.
Finally, the acceptance factor, A, is defined as the ratio of the number of signal events generated in

the fiducial region (Nfid
gen) to the total number of generated signal events (Nall

gen):

A =
Nfid

gen

Nall
gen

. (6.9)

The analyses presented in this thesis perform the fiducial cross-section measurement of pp→ tt̄γ. As
can be seen from Equation 6.3, by applying A to the total cross section obtained from the signal MC
sample, one can calculate the theoretical prediction of the fiducial cross section, in order to compare it
with the experimental result.

A simplified illustration of the different phase spaces and various factors used in the definition of total
and fiducial cross sections is shown in Figure 6.1.

6.3 Differential Cross Section

Furthermore, the tt̄γ cross section can be measured as a function of an observable of interest, which is
called the differential cross section. In the analyses presented in this thesis, the differential cross sections
are also measured in the defined fiducial regions.

event selection at the reconstruction level. Otherwise, it will be still subject to some model-dependency which we tried to
avoid in the first place.
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Figure 6.1: An illustration of the different phase spaces and various factors used in the definition of total and
fiducial cross sections

In the case of differential measurement, not only a migration of events from outside of the fiducial
region can happen (illustrated in Figure 6.1), but also the events that are produced inside the fiducial
region and in the bin k of the observable x might be reconstructed in the bin j of x. So one needs to take
care of the migrations between the bins as well.

If the migrations between bins of a given observable x are small (≲ 10%), the differential cross-
section measurement as a function of x can be simplified by dividing the fiducial region into j sub-
regions, corresponding to j bins of x, and measuring the cross section of each bin independently, with
the expression below:

σfid
tt̄γ, j =

Nobs, j − Nbkg, j

L . C j
= A j × (σtot, j

tt̄γ × BR) , (6.10)

where

A j =
Nfid, j

gen

Nall
gen

(6.11)

and

C j =
Nreco, j

Nfid, j
gen

(6.12)

are the acceptance and correction factors, respectively, in bin j of x. In this case, the correction factors
C j of Equation 6.12 not only correct for the migration of events from outside of the total fiducial region
into bin j, but also for the migrations from other bins which are still inside the total fiducial region but
are outside of the bin j. In this approach, which is called the bin-by-bin unfolding, the correlation of the
measured cross-sections in the observable bins are ignored. That is why this approach is only applicable
if the migration between the bins is small.

In the cases that the migration between the bins of observable x is large, the unfolding of Nreco, j is
more complicated and takes into account:

Nreco, j = Nobs, j − Nbkg, j =
1

1 − fout, j
×

∑
k

(L × σfid
tt̄γ,k × ϵk × Mk j) , (6.13)

where:

• k is the binning index of x at particle level, while j is its bin index at reconstruction level,
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• fout, j is the fraction of signal events selected at reconstruction level in bin j that are not generated
within the fiducial region (i.e. migration to bin j from outside of fiducial region),

• ϵk is the differential form of the signal efficiency defined in Equation 6.6, i.e. the fraction of signal
events generated at particle level in bin k of the fiducial region that are reconstructed and selected
at detector level (ϵk = Nfid,k

reco /N
fid,k
gen ),

• and Mk j is the bin-to-bin migration matrix, or migration matrix for short, representing the prob-
ability of the signal events generated at particle level in fiducial region in bin k to be observed at
detector level in bin j.

Equation 6.13 can be then solved to obtain the differential cross section:

σfid
tt̄γ,k =

1
L
× 1
ϵk
×

∑
j

(M jk
−1 × (Nobs, j − Nbkg, j) × (1 − fout, j)) , (6.14)

where M jk
−1 is the inverse of the migration matrix. Thus, in order to measure the differential cross

sections when the bin-by-bin unfolding approximation is not possible, the challenge is to perform the
inversion of the migration matrix M jk.

In the 8 TeV analysis, the bin-by-bin unfolding approach is used, as the binning of the observables
are optimised to keep the migration between the bins at a low level. In the 13 TeV analysis, however, the
binning of observables are optimised not only in terms of migration, but also the statistical uncertainties
of the expected signal, and the bin-by-bin approximation is not applicable. A techniques called the
iterative Bayesian method [118], implemented in the RooUnfold package [119], is used for inversion of
the migration matrix. Details of these will follow later in the relevant analysis chapters.

6.4 Likelihood Function

6.4.1 General Description

Considering a set of N independent observations of a variable x = {x1, ..., xN}, if one can make the
assumption that they each follow the probability density function f , which is parametrised by a set of
parameters a = {a1, ..., am}, then the probability to observe x given a is the product of the individual
probability functions:

L (x | a) =
N∏

i=1

f (xi | a) . (6.15)

This joint probability density function is called the likelihood function.
The maximum-likelihood estimator of the parameters a is defined as the values of â(x1, ..., xN) for

which the likelihood function above has its maximum. In other words, solving the m spontaneous
equations

∂L(x | â)
∂a j

= 0 for j = 1, ..., m (6.16)

determines the values of parameters a for which the probability of the measurements x1, ..., xN is max-
imum3.

3 In practice, since a sum is easier to work with than a product, often the logarithm of the likelihood is taken, and since
minimum finding is easier to perform than maximum finding, the negative log-likelihood function is minimised.
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When N, the number of measurements, is large, the measurements x are conveniently binned into
histograms. The number of events in each bin k of the histogram, denoted by nk, is distributed according
to a Poisson distribution function with the expectation value of µk, where µk depends on the parameters
a. The binned likelihood function has the form of:

L =
Nbins∏
k=1

P(nk | µk(a)) , (6.17)

where Nbins is the number of histogram bins. Then, maximising the likelihood function to estimate the
value of a is done through fitting the probability distribution to the content of each bin.

To estimate the uncertainties of the maximum-likelihood estimates, one can find the parameter values
a′ for which the logarithm of likelihood drops by 1/2 from its maximum value:

∆ lnL ≡ lnL(a′) − lnLmax = −1/2 , (6.18)

which defines a confidence interval of 1σ, i.e. 68%, for a4. This means, finding the two points adown
j ≡

â j −∆â j− and aup
j ≡ â j +∆â j+

for which ∆ lnL = −1/2, defines a 68% confidence level [adown
j , aup

j ] for
a j around â j.

It is practical to use the likelihood ratio to evaluate these confidence regions, which is defined as the
ratio of the unconditional likelihood for a to the conditional likelihood of the estimate â:

λ(a) =
L(x | a)
L(x | â)

. (6.19)

In large sample limit, the −2 ln λ(a) follows a χ2 distribution with m degrees of freedom, then to
evaluate the 1 − α confidence regions (for example 1 − α = 68%, corresponding to 1σ interval) one can
use the quantities χ2

1−α of the χ2 distribution.
Often it is the case that one is interested in only one or a few particular parameters of all the unknown

parameters a that the likelihood function depends on. Then a can be partitioned as a = {µ, θ} where
µ = {µ1, ..., θp} (p < m) are the parameters of interest (p.o.i.) and θ = {θ1, ..., θq} (q < m, p + q = m)
are the nuisance parameters. Then one can use the profile likelihood ratio, defined as:

λ(µ) =
L(x | µ, ˆ̂θ)
L(x | µ̂, θ̂)

, (6.20)

where the quantities with single hats are their unconditional maximum-likelihood estimate, and the
quantities with double hats are their conditional maximum-likelihood estimate when µ is fixed to a
certain value. In this expression the nuisance parameters are profiled, and the ratio above is in terms of
parameters of interest. The asymptotic distribution of −2 ln λ(µ) is χ2(p) in this case.

6.4.2 Likelihood Function for σt t̄γ Measurement

The likelihood function used for extracting the tt̄γ cross section, σtt̄γ, has the general form of:

L = L (discr | p.o.i., θ) , (6.21)

4 Similarly, the sσ confidence intervals can be defined by the contour ∆ lnL = −s2/2
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where discr is the observed distribution of the discriminator variable, a variable that is chosen for
its power of distinguishing between the tt̄γ signal process and the background processes, and is the
binned measurements to be fitted to; p.o.i. is the parameter (or parameters) of interest being estimated,
which could be chosen to be the total, fiducial or differential cross sections, or the signal strength; and
θ is the collection of all the parameters that model the systematic uncertainties, entering the maximum-
likelihood estimator as nuisance parameters.

More specifically, the binned maximum-likelihood fit is performed using the likelihood function be-
low:

L =
∏

i

P(Nobs
i |N s

i (θ) +
∑

b

Nb
i (θ)) ×

∏
t

G(0 | θt, 1) , (6.22)

where:

• Nobs
i , N s

i and Nb
i are the observed number of events in data, the expected number of signal events,

and the estimated number of background of type b, in bin i of the discr distribution, which are
modelled by a Poisson function P in that bin. The index b runs on all the background sources.

• θt ∈ θ is the nuisance parameter that parametrises the systematic uncertainty t. The systematic
uncertainties are modelled by the Gaussian function G which has a unit width and the mean value
of 0. Both N s

i and Nb
i are affected by θ in each bin i. The index t runs on all the systematic

uncertainty sources.

Using Equation 6.3, the number of signal events is related to the fiducial cross section as:

N s
i = L × σfid

tt̄γ ×C × f s
i , (6.23)

where f s
i is the fraction of signal events falling into bin i of the discr distribution. Through this relation,

the fiducial cross section enters the likelihood function and it is the p.o.i. of choice. The number of
background events of type b is expressed by

Nb
i = Nb × f b

i , (6.24)

where f b
i is the fraction of the background type b falling into bin i of the discr distribution, and Nb

is the total number of that background. To summarise, the discr shape information of the signal and
background b are carried by f s

i and f b
i , respectively, and their respective normalisations are given by

L × σfid
tt̄γ ×C and Nb.

Alternatively, one can use the signal strength as the p.o.i., which is defined as the ratio of the cross
section obtained from the measurement to the expected cross section from the SM theory:

µ =
σobs

tt̄γ

σSM
tt̄γ

, (6.25)

The uncertainty of the fitted value of p.o.i. is evaluated from the profile likelihood ratio constructed
based on the definitions in Equation 6.20:

λ(p.o.i.) =
L(discr | p.o.i., ˆ̂θ)
L(discr | p̂.o.i., θ̂)

. (6.26)

The profile likelihood ratio is evaluated within the RooFit/RooStats framework [120, 121] and used
to determine the upper and lower limits on p.o.i. at a 68% confidence level.
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CHAPTER 7

Cross-Section Measurement of t t̄γ at 8 TeV

This chapter outlines the tt̄γ cross-section measurement at
√

s = 8 TeV. The data that is used is recorded
by the ATLAS detector in 2012, from pp collisions at a centre-of-mass energy of

√
s = 8 TeV, and cor-

responds to an integrated luminosity of 20.2 fb−1. The analysis is performed in the single-lepton decay
channel of tt̄γ (see Section 2.3), where the final state includes exactly one electron or muon, including
those that are decayed from a τ-lepton. In addition to the inclusive fiducial cross section, differential
fiducial cross sections are measured as a function of pT and η of the photon. The inclusive and differ-
ential fiducial cross sections are extracted from maximum-likelihood fits to the binned photon isolation
distribution of the observed data, using different templates for the signal and background processes.

In this chapter, the event selection for the signal region is presented in Section 7.1. In Section 7.2 the
analysis strategy is described. The extraction of the templates used in the likelihood fit are described in
Section 7.3, and the estimation of backgrounds in Section 7.4. The systematic uncertainties of the meas-
urements are discussed in Section 7.5. Finally, the results of this analysis are presented in Section 7.6.

This analysis is documented in Ref. [8]. The main contributions of the author of the thesis in this ana-
lysis were investigating the events with more than one photon (described in Section 7.1.3), the extraction
of hadronic-fake templates (described in Section 7.3.2 and Appendix A.1), estimation of the fake lepton
background (described in Section 7.4.3.1), estimation of the jet flavour composition component of the
jet energy scale systematic uncertainty (described in Section 7.5.2.1), and partial contribution in the
estimation of Wγ background (described in Section 7.4.3.2).

7.1 Signal Region Selection

The experimental signature of the tt̄γ events in the single-lepton decay channel is the presence of an
isolated high-pT lepton (electron or muon, including those originated from tau lepton decays) and miss-
ing transverse momentum (Emiss

T ) due to the undetectable neutrino originating from the leptonic decay
of one of the W bosons, two high-pT light- or c-quark jets originating from the hadronic decay of the
other W boson, two b-quark jets, and a high-pT photon. The presence of additional jets is possible, due
to the QCD emissions.

Only electrons and muons are considered for the lepton in the final state, due to the short lifetime
and difficult reconstruction of tau leptons. The tau leptons contribute implicitly to the signal when they
decays leptonically, or to the background when they decay hadronically.

Several background processes mimic the same signature in the detector. One important background
source is the events containing a non-prompt photon that is originated from a hadronic decay, or a jet
that is mis-identified as a photon. Another important background is due to the events that contain an
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Chapter 7 Cross-Section Measurement of tt̄γ at 8 TeV

electron which is wrongly identified as a photon. These two categories of backgrounds with non-prompt
and fake photons have contributions mostly from tt̄, W+jets or Z+jets processes. Smaller contributions
come from background events with a prompt photon in their final state. The latter category contains all
the processes that are background to the tt̄ production when they are produced with additional prompt
photons. This includes the multi-jet production with a prompt photon, when a jet or a non-prompt lepton
from a jet segmentation decay is mis-identified as a lepton. Other background processes with a prompt
photon are Wγ, Zγ, single top+γ and diboson+γ productions.

Based on the expected topology and kinematics of the signal process, a set of selection cuts is applied
that is optimised to compromise between rejecting aforementioned backgrounds as much as possible
while keeping enough signal events. Also, selection cuts aiming to enrich the signal region with the tt̄γ
events where the photon is radiated from the top-quark (rather than from top-quark’s decay products or
incoming quarks) are imposed in order for the cross-section measurement to be more sensitive to the
top-photon coupling. The description of the signal region selection in object and event levels follows in
this section.

7.1.1 Selection at Object-level

• Electrons: The electron candidates must pass the Tight identification criteria, defined in Sec-
tion 4.2. They are required to have pT > 25 GeV, and a calorimeter cluster pseudorapidity1

of |ηcl| < 2.47, excluding the transition region between the barrel and the endcaps in EMCal
(1.37 < |ηcl| < 1.52). In addition, they are required to originate from the primary vertex by de-
manding to have a longitudinal impact parameter (see Section 4.1) with respect to the primary
vertex of the size |z0| < 2 mm. To suppress the background due to non-prompt electrons or jets
mis-identified as electrons, the isolation requirements defined in Section 4.2 are applied.

• Muons: The muon candidates are required to be Tight combined muons, defined in Section 4.3,
and have pT > 25 GeV and |η| < 2.5. Same as electrons, muons are required to have |z0| <
2 mm. In addition, a transverse impact parameter (see Section 4.1) significance of |d0/σd0

| <
3 is required, where σd0

is the uncertainty on d0. In order to reduce the background muons
originating from heavy-flavour decays inside jets, muons are required to be isolated, as described
in Section 4.3.

• Jets: Jets are required to have pT > 25 GeV and |η| < 2.5. In order to suppress the jets from pile-up
and enhance jets from hard scattering, a requirement on Jet Vertex Fraction (JVF) is applied. The
JVF is defined as the ratio of the sum of pT of the tracks associated to the jet that are coming from
the primary vertex, to the sum of pT of all tracks associated to the jet. The jets with pT < 50 GeV
and |η| < 2.4 must have |JVF| > 0.5.

• Photons: The photon candidates have to satisfy the Tight identification criteria, defined in Sec-
tion 4.5. They are required to have pT > 15 GeV and |ηcl| < 2.37, excluding the transition region
(1.37 < |ηcl| < 1.52). No isolation requirement is imposed on photons.

• Overlap removal: If the same energy deposit in the EMCal or the same track in the ID is used
to reconstruct two different objects, a duplicated object reconstruction occurs. To avoid this, and
also to reject non-prompt leptons decaying from jets, an object overlap removal is applied. First,
the closest jet in a cone of ∆R = 0.2 around any electron is removed. Then the electrons that have
a distance of ∆R < 0.4 from remaining jets are removed. After that, the closest jet in a cone of

1 The pseudorapidity of the electromagnetic energy cluster with respect to the geometric centre of the detector
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size ∆R = 0.1 around any photon is removed. Finally, muons within a distance of ∆R < 0.4 from
remaining jets are removed.

7.1.2 Selection at Event-level

Based on the object definitions in Section 7.1.1, events are selected as following:

• The selected events are required to have fired one of the single-lepton triggers listed in Table 7.1.
Depending on whether the electron or the muon trigger is fired, the event is categorised into e+jets
or µ+jets channel.

Channel Trigger name Trigger description

e+jets
EF_e24vhi_medium1

or
EF_e60_medium1

At least one isolated2 electron with pT > 24 GeV
or

At least one electron with pT > 60 GeV independent of isolation

µ+jets
EF_mu24i_tight

or
EF_mu36_tight

At least one isolated2 muon with pT > 24 GeV
or

At least one muon with pT > 36 GeV independent of isolation

Table 7.1: The single-lepton triggers used in the event selections for the 8 TeV analysis.

• In order to reject the non-collision background, events must have a primary vertex with at least
four associated tracks with pT > 400 MeV. If more than one vertex in the event fulfil the condi-
tions, the vertex with the largest sum of track p2

T is selected.

• Events in e+jets (µ+jets) channel are required to have exactly one electron (muon), and no muon
(electron). The electron (muon) must geometrically match the lepton that has triggered the event.

• The selected event must contain at least four jets.

• Different requirements on Emiss
T and the reconstructed transverse mass of the leptonically decaying

W boson (mW
T )3 for the e+jets and µ+jets channels are imposed. In the e+jets channel, events

are required to fulfil Emiss
T > 30 GeV and mW

T > 30 GeV, and in the µ+jets channel Emiss
T >

20 GeV and Emiss
T + mW

T > 60 GeV. The imposed cut on Emiss
T discriminates the events with

presence of neutrinos against the multi-jet background events, which are expected to be balanced
in the transverse plane. The requirement on mW

T aims for selecting events with a true W boson,
therefore it suppresses some of the multi-jet processes, the Zγ and the Z+jets backgrounds. The
requirements for the e+jets channel are tighter because the contribution of multi-jet background
is expected to be higher in this channel.

• At least one of the jets in the event must be tagged as a b-jet. This requirment suppresses various
backgrounds, but is specially important for reducing the Wγ and the W+jets backgrounds. The
b-tagging working point used in this selection corresponds to 70% efficiency for jets with pT >

20 GeV and |η| < 2.5 in the MC simulated tt̄ events.

• Events are required to have exactly one photon. In Section 7.1.3, a study on events with more
than one photon is presented.

2 The isolation requirement at the trigger level is looser than at the offline level.
3 It is calculated as mW

T =

√
2plepton

T Emiss
T (1 − cos(∆ϕ)), where ∆ϕ is the azimuthal angle between the lepton and the missing

transverse momentum.
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• To reduce the background contribution from Z+jets process when an electron is misidentified as
a photon, the invariant mass of the photon and the electron (meγ) in the e+jets channel have to be
outside of a 5 GeV window around the Z boson mass (mZ).

• Finally, in order to suppress the photons radiated from the incoming partons or the top quark
decay products (quarks and leptons), the event is discarded if the angular distance between the
photon and any of the jets ∆R(γ, jet) is less than 0.5, or the angular distance between the photon
and the lepton ∆R(γ, lepton) is less than 0.7.

The number of events in data passing the signal selection is found to be 1256 in e+jets channel and
1816 in µ+jets channel. Table 7.2 shows the data event yields after each selection cut.

Requirement
Number of events

e+jets channel µ+jets channel

Initial number of events in the data stream 712787500 705961299

Trigger 299226148 218113950

Primary vertex with Ntracks ≥ 4 296035461 214490599

Exactly one lepton 85735086 103494734

Lepton trigger matching 85618904 103246883

At least four jets 467423 510571

Emiss
T 321982 446636

mW
T 263659 —

mW
T +Emiss

T — 409136

At least one b-tagged jet 135133 211073

At least one photon (pT(γ) > 10 GeV) 2128 2664

Exactly one photon (pT(γ) > 15 GeV) 2101 2591

|meγ − mZ | > 5 GeV 1894 —

∆R(γ, jet) > 0.5 1546 2023

∆R(γ, lepton) > 0.7 1256 1816

Table 7.2: Data event yields after each selection cut for the signal selection in the 8 TeV analysis.

7.1.3 Events with More Than One Photon

To perform a study on tt̄ production with more than one photon, events are selected from data by apply-
ing the same object-level selection as in Section 7.1.1, and modifying the event-level selection in Sec-
tion 7.1.2 to require at least one photon in the event and removing the requirements on meγ, ∆R(γ, jet),
and ∆R(γ, lepton). While for the leading photon (ordered in pT) the requirement of pT > 15 GeV is kept,
for the rest of the photons in the event it is lowered to pT > 10 GeV in order to gain more statistics.

Figure 7.1 shows kinematic distributions of the data events after the aforementioned selection. The
distributions of the invariant mass of the leading and sub-leading photons are shown in Figure 7.1(a),
their ∆R distance in Figure 7.1(b), their ∆ϕ distance in Figure 7.1(c), and the pT spectrum of the sub-
leading photons in Figure 7.1(d), separately for the e+jets and µ+jets channels.

Figure 7.2 shows how the photon multiplicity in the events changes, when applying the photon-related
selection cuts one by one, in the order of first applying the |meγ − mZ | > 5 GeV requirement (only for
e+jets channel), then ∆R(γ, jet) > 0.5, and then ∆R(γ, lepton) > 0.7, while Table 7.3 summarises the
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Figure 7.1: Data events with at least one photon, where the leading photon (ordered in pT) is required to have
pT > 15 GeV and the rest pT > 10 GeV. The plots in row (a) show the invariant mass of the leading and sub-
leading photons, rows (b) and (c) show the ∆R and ∆ϕ distance between the leading and sub-leading photons
respectively, and row (d) shows the pT spectrum of the sub-leading photons. The left plot in each row is for the
e+jets channel and the right one corresponds to the µ+jets channel.

number of events with more than one photon after applying each of these selection cuts. The require-
ments are applied to all the photons in the event.

A clear conclusion about the source of the extra photons can not be made, considering the high
statistical fluctuations, as well as whether any extra selection requirement or tightening the current
requirements can help removing the non-signal-type extra photons. As a result of this study, and consid-
ering the very low number of multi-photon events, the selection cut requiring exactly one photon with
pT > 15 GeV is decided for the signal region of the main analysis.
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Figure 7.2: Evolution of photon multiplicity in selected multi-photon data events, in (a) e+jets channel and (b)
µ+jets channel.
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Requirement
Number of events

e+jets channel µ+jets channel

More than one photon 18 44

|meγ − mZ | > 5 GeV 16 —

∆R(γ, jet) > 0.5 8 25

∆R(γ, lepton) > 0.7 3 17

Table 7.3: Multi-photon data yields after adding photon-related cuts.

7.2 Analysis Strategy

The inclusive and differential fiducial cross sections of tt̄γ production at
√

s = 8 TeV are extracted from
a maximum-likelihood fit to the photon isolation distribution of the observed data. This is done by us-
ing different templates for the signal and background processes. The template fit method is explained in
Section 7.2.1, including the description of the chosen discriminator variable. The cross section measure-
ment is performed in a fiducial volume which is described in Section 7.2.2. The likelihood function used
to perform the fit and the fit strategy are described in Section 7.2.3. Finally, the theoretical predictions
which the result of this analysis are being compared to are given in Section 7.2.4.

7.2.1 Utilisation of Template Fit Method

After applying the event selection of Section 7.1, three category of events based on the type of the
selected photon in the event enter the signal region:

• Events with a prompt photon: A prompt photon is a photon radiated from any of the charged
particles within the hard scattering process, before the hadronisation of the particles in the final
state. This class of events includes the tt̄γ signal process, as well as the background processes that
are produced with an additional prompt photon.

• Events with a hadronic-fake photon: A so-called hadronic-fake photon is either a non-prompt
photon originating from a hadronic decay or a hadron that is mis-identified as a photon4. Such
misidentification can happen when a hadron inside a jet carries most of the energy of the jet and
decays into two or three collimated photons. This results in an energy deposit in the EMCal
that has characteristics similar to those of a real prompt photon and can fulfil the Tight photon
identification criteria (see Section 4.5). Also, the energy deposit of a hadron itself could be mis-
reconstructed as a photon. The hadronic-fake photons stem mostly from π0 decays, while they can
also be produced from other neutral mesons like η or in baryons decay chains. This category of
the events form the largest background of this analysis, which will be referred to as hadronic-fake
background.

• Events with an electron-fake photon: The electron-fake photon (sometimes denoted as e → γ

fake) is the name given to the electrons mis-identified as photons. Electrons and photons have very
similar signatures in the calorimeter. If the track of an electron is poorly reconstructed and does
not pass the track quality criteria, the energy deposit of the electron in the EMCal can wrongly be
reconstructed as an unconverted photon. Also, close-by jet activities can cause a second track or

4 It should be mentioned that a non-prompt photon from a hadronic decay is a real photon, while a hadron that is wrongly
identified as a photon is a fake one. However, for simplicity both cases will be called hadronic-fake.
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a conversion vertex to get wrongly associated to the energy deposit of the electron in the EMCal
and be reconstructed as a converted photon. Events containing an electron-fake photon will be
referred to as electron-fake background and are the second largest background in this analysis.

More than two third of the events in the signal region do not come from tt̄γ production. The core of
the analysis strategy lies on using a specific feature of the signal events that could distinct them from
background processes. In particular, the analysis strategy is designed to tackle the sizeable hadronic-
fake background.

The photon isolation provides a good discrimination power for this purpose. The prompt photons
are well isolated, while hadronic-fake photons are not, since they are surrounded by jet activities. The
electron-fake photons are expected to also be fairly well isolated, but their isolation distribution is ob-
served to be different from that of the prompt photons, as will be shown later. Therefore, the photon
isolation distribution shape of prompt photons, hadronic-fake photons and electron-fake photons are
exploited and used as templates.

The inclusive and differential fiducial cross sections are extracted from a maximum-likelihood fit to
the photon isolation distribution of the observed data, using these three templates. The prompt-photon
template is used for the signal events as well as for the background events with a prompt photon, the
hadronic-fake template is used for the hadronic-fake background events, and the electron-fake template
is used for the electron-fake background events. The photon isolation variable that is used as the dis-
criminator variable for building the templates is the tracking-based isolation, pcone20

T , introduced in
Section 7.2.1.1. The extraction of the templates is described in Sections 7.3.

The templates used for the inclusive cross-section measurement in the fiducial volume are shown in
Figure 7.3. The prompt photons are peaking at low isolation values, while the hadronic-fake photons
have a broad distribution. The isolation distribution of electron-fake photons (denoted by e → γ fake)
also peaks at lower isolation values, but with a slight shift toward higher values with respect to the
prompt photons.

 [GeV]iso
T

p
0 2 4 6 8 10 12 14 16 18 20

) 
/ G

eV
γ  

is
o

T
(p

P

3−10

2−10

1−10

1  Template; SimulationγPrompt 

 Fake Template; Dataγ→e

Hadronic Fake Template; Data

  Uncertainty

ATLAS
-1 = 8TeV, 20.2 fbs

Figure 7.3: The templates for the inclusive fiducial cross-section measurement at 8 TeV for the prompt photons,
the hadronic-fake photons and the electron-fake photons (denoted by e → γ fake) [8]. Here, piso

T is another
notation for the isolation variable pcone20

T . The last bin contains the overflow. The dashed bands show the total
uncertainty for each template.
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7.2.1.1 Photon Isolation as Discriminator Variable

There are several photon isolation variables that are constructed from either the energy in the calorimeter
surrounding the photon candidate or the tracks close to the photon candidate direction. The calorimeter-
based variables are defined as the sum of all energy deposits within a cone of radius R0 around the
photon, after removing the photon energy itself and correcting for the noise from pile-up. These vari-
ables are denoted by Econe20

T , Econe30
T and Econe40

T for the cases of R0 = 0.2, R0 = 0.3 and R0 = 0.4
respectively. The tracking-based variables are defined as the scalar sum of pT of the tracks in a cone of
radius R0 around the photon direction. Only tracks that have a pT larger than 1 GeV and a longitudinal
impact parameter less than 1 mm are considered, in order to reduce the contribution from pile-up tracks.
These variables are denoted by pcone20

T , pcone30
T and pcone40

T for the radius of R0 = 0.2, R0 = 0.3 and
R0 = 0.4 respectively.

The calorimeter-based isolation variables show a dependency on η, since the photon traverses through
different amount of material in different η regions until it reaches the calorimeter. The tracking-based
variables are preferred for this reason, and also because of being very pile-up robust. The variable
pcone20

T provided the highest discriminating power, therefore was chosen as the discriminator variable5.

7.2.2 Definition of the Fiducial Region

The fiducial region is defined for the MC simulated events at particle level (i.e. before detector simula-
tion), using particle definitions and selection requirements on phase space that mimic the selections at
reconstruction level (i.e. after detector simulation) described in Section 7.1.

The objects used in the fiducial region definition are constructed from the stable particles in the event
record of the generator, with lifetime greater than 3 × 10−11 s.

• Leptons: First, electrons and muons with pT > 10 GeV and |η| < 2.7 are selected. Then, the
four-momenta of the photons that do not originate from hadron decays and are within a cone of
∆R = 0.1 around the lepton are added to the four-momentum of the lepton. It is said that the
lepton is dressed with such photons. The modified leptons are then required to have pT > 25 GeV,
|η| < 2.5, and do not originate from hadron decays.

• Jets: Jets are clustered with the anti-kt algorithm with a radius parameter of R = 0.4. Muons
and neutrinos are not considered in the clustering. Jets are required to have pT > 25 GeV and
|η| < 2.5.

• b-jets: If a jet contains a b-hadron with pT > 5 GeV within ∆R = 0.3 from the jet axis, it is
considered as a b-jet.

• Photons: Photons are required to have pT > 15 GeV and |η| < 2.37, must not originate from
hadron decays, and have not been used in the lepton dressing.

• Overlap removal: The same overlap removal procedure as for the reconstructed objects, de-
scribed in Section 7.1.1, is applied.

Events are selected based on the above object definitions. Events are required to have exactly one
electron or muon from a W boson decay, at least four jets among which at least one is a b-jet, and

5 Note that in some plots in this Chapter (namely in Figure 7.3, Figure 7.20 and Figure 7.21) the variable pcone20
T is noted as

piso
T .
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exactly one photon. Events are discarded if the ∆R distance between the photon and any of the jets is
less than 0.5, or the ∆R distance between the photon and the lepton is less than 0.7.

Motivated by using a common fiducial region for e+jets and µ+jets channels, the requirements on
Emiss

T , mW
T and meγ in the reconstruction level (which are channel dependent) are not included in the

fiducial region definition.

7.2.3 Fit Strategy

Based on descriptions given in Chapter 6, and using Equations 6.21 and 6.22 , the likelihood func-
tion for the inclusive and differential fiducial cross-section measurements in the 8 TeV analysis can be
summarised in the following form:

L (pcone20
T |σ f id

tt̄γ,sl, j, θ) =
∏

i

∏
j

P(Nobs
i, j |N s

i, j(θ) +
∑

b

Nb
i, j(θ)) ×

∏
t

G(0 | θt, 1) , (7.1)

where sl stands for the single-lepton channel, i denotes the bins of the pcone20
T distribution, and j indicates

the bins of photon pT or photon η; the observables as a function of which the differential cross sections
are measured. These observables are chosen because the kinematic properties of the photon are sensitive
to the t-γ coupling. All other parameters and terms in the above function are introduced before in
Chapter 6.

In the inclusive fiducial measurement there is only one j bin, while for the differential measurement
there are either five j bins of photon pT:

15 ≤ pT < 25 , 25 ≤ pT < 40 , 40 ≤ pT < 60 , 60 ≤ pT < 100 , 100 ≤ pT < 300 [GeV] ,

or five j bins for photon η:

|η| < 0.25, 0.25 ≤ |η| < 0.55, 0.55 ≤ |η| < 0.90, 0.90 ≤ |η| < 1.37, 1.37 ≤ |η| < 2.37 .

As mentioned in Section 6.3, in this analysis the binning of photon pT or photon η for the differential
measurements are optimised to keep the migration between the bins at a low level, so that the bin-by-bin
unfolding approach can be used. The migrations between the bins are smaller than 7%.

The events in the e+jets and µ+jets channels are merged into one channel, the single-lepton channel,
before performing the fit. The parameter of interest, σ f id

tt̄γ,sl, j, is either the inclusive or the differential

cross section of the jth bin of photon pT or photon η for the single-lepton channel in the fiducial volume
defined in Section 7.2.2. It enters the likelihood function through N s

i, j using Equation 6.23.

There are two free parameters in the maximum-likelihood fit: the number of signal events and the
number of hadronic-fake background events. The normalisation of the rest of the backgrounds are fixed
to their estimated values, being varied within their uncertainties. The shape of the signal as well as all the
backgrounds with prompt photons are described by the prompt-photon template, while the electron-fake
and hadronic-fake templates are used respectively for the shape of the electron-fake and hadronic-fake
backgrounds.

To obtain the confidence interval for the cross sections which result from the fit, a profile likelihood
ratio as described in Section 6.4.2 is evaluated.

82



7.3 Extraction of Templates

7.2.4 Theoretical Prediction

The measured cross sections in this analysis are compared with the theoretical cross section predictions
by the SM for the fiducial region, at NLO accuracy in QCD.

The tt̄γ signal MC sample that is used in this analysis is generated at LO by MadGraph (see Sec-
tion 5.2.1). Since the theoretical calculation of tt̄γ production in NLO is available [109], the predictions
from the signal sample are normalised to NLO, using k-factors.

Although the results presented in Ref. [109] are calculated for
√

s = 14 TeV, a dedicated calculation
at
√

s = 8 TeV is performed by the theory team at LO and at NLO in the single-lepton channel, using
the same techniques of Ref. [109]. For the LO (NLO) calculation, the CTEQ6L1 (CT10) PDF set is used.
A fine-structure constant of α = 1/137 and renormalisation and factorisation scales of µR = µF = mtop
are used in both LO and NLO calculations. The computation is repeated after varying the scales to
µR = µF = 2mtop and µR = µF = 1/2 mtop, and also after varying the PDF sets, in order to evaluate the
modelling uncertainties.

The theory calculation at LO agrees with the cross section predicted by MadGraph within 2% for
both scale choices of mtop and 2mtop. The k-factor is then obtained from the ratio of the NLO theory
calculation with the scales at mtop to the LO MadGraph sample, which has a setting for the scales to be
at 2mtop. Before comparing the LO theory calculation with the cross section from MadGraph sample,
and also before obtaining the k-factor as mentioned, the same phase space requirements that are used in
the LO and NLO theory calculations are applied to the MadGraph sample at parton level.

The overall k-factor results 1.90 ± 0.25 ± 0.12 [8], with the first error accounting for the uncertainty
due to the scale choices and the second error coming from the variation of PDF sets. The k-factor is also
calculated differentially, in bins of photon pT and η, to be used for normalising the MadGraph sample
predictions for the differential cross sections.

The obtained k-factors are then used to calculate the predicted SM tt̄γ cross section at the NLO
accuracy from the tt̄γ MadGraph sample in the fiducial region defined in Section 7.2.2. The predicted
inclusive cross section for this fiducial volume calculated to be 151 ± 24 fb [8]. The predicted cross
sections in each of the photon pT and η bins of the differential measurement are calculated in a similar
way.

7.3 Extraction of Templates

As explained in Section 7.2, the inclusive and differential fiducial cross sections are extracted from a
maximum-likelihood fit using three different templates, one for each category of the events that enter
the signal region: 1) prompt-photon template is used for the signal events as well as for the background
events with a prompt photon, 2) hadronic-fake template describes the background events with a hadronic-
fake photon in the fit, and 3) electron-fake template is used for the background events with an electron-
fake photon. The discriminator variable used for building the templates is the photon tracking-based
isolation, pcone20

T . In this Section the extraction of the three templates is discussed.

7.3.1 Prompt-Photon Template

The prompt-photon template is extracted from the tt̄γ MC sample. This is due to the difficulty of
finding a region in data which is purely populated by prompt photons, is statistically sufficient, and
has a topology similar enough to that of the tt̄γ signal region that does not bias the photon isolation
distribution shape.
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After applying the nominal tt̄γ event selection (see Section 7.1), the reconstructed photons that are
geometrically matched to a true prompt photon are used for the template. This truth matching process
is done by requiring the ∆R distance between the reconstructed photon and the true photon according
to the particle level information (i.e. before detector simulation) to be less than 0.1. This condition is
fulfilled by 95% of all the reconstructed photons in the selected events.

The extracted prompt-photon from the tt̄γ MC sample is compared to templates that are similarly
extracted from the Wγ and Zγ MC samples. They are found to be consistent within the statistical uncer-
tainties. This comparison ensures that the background events with a prompt photon can be represented
in the final fit also by the prompt-photon template extracted from the tt̄γ MC sample.

For the differential cross-section measurement, the prompt-photon template is extracted for each bin
of the observables.

7.3.2 Hadronic-fake Template

The hadronic-fake template is extracted from data, because the hadronic-fake photons are not expected
to be well modelled in simulation. The modelling of the hadronisation process is only approximate (see
Section 2.2.2) and the description of jet fragmentation is difficult to model. This leads to inaccuracy in
the modelling of hadronic-fake photons that arise from jet fragmentations. Also, the exact simulation
of the geometric shapes of the electromagnetic clusters is not possible, as it requires very detailed
understanding of the detector material. Data-driven corrections are applied to the photon shower-shape
variables in the MC samples (see Section 4.5), but these corrections are only calculated for prompt
photons. Since photon identification relies on shower-shape variables, misidentification rates are not
expected to be accurately modelled in simulation.

A control region in data enriched with the hadronic-fake photon candidates is used to extract the
hadronic-fake template. The differences of the pT and η distributions of the hadronic-fake photons in this
control region and in the signal region are taken into account by re-weighting the template accordingly.
The weights are calculated from another control region in data, where hadronic-fake photon candidates
replace the nominal photons in the signal selection. The contamination from prompt photons is taken
into account as a systematic uncertainty. The detailed descriptions follow.

7.3.2.1 Hadronic-fake Enriched Control Region

This control region is selected from data by applying the following set of selection cuts:

• Events are required to have a primary vertex as in the signal region, described in Section 7.1.2.

• Events must have at least one hadronic-fake photon candidate. The hadronic-fake photon can-
didates are required to satisfy all criteria of a nominal photon described in Section 7.1.1, but
not the Tight identification. They are required to fail at least one of the Tight identification
requirements on the shower-shape variables fside, ws3, ∆E and Eratio (see Table 4.1 for variable
definitions), while satisfying the rest of the Tight identification requirements.

These four shower-shape variables are constructed from the energy deposited in the first layer of
the EMCal, the strip layer. The strip layer is finely segmented in η, with the purpose of suppressing
the background photons which typically have a broader shower profile and often two separate
local energy maxima in the EMCal6. These variables are chosen because their correlations with

6 A typical source of hadronic-fake photons are neutral mesons like π0 and η decaying into two collimated photons. This
results into two (often very close) maxima in the energy cluster.
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the photon isolation variables, such as pcone20
T , are at a negligible level [57], while they have strong

discriminating power between prompt and hadronic-fake photons.

• Events are required to have at least four jets. This is because a large dependence of the template
shape on the jet multiplicity is observed, as can be seen in Figure 7.4. Therefore, the control region
is defined with the same jet multiplicity requirement as the signal region. A complementary study
on this subject is available in Appendix A.1.1.

• To prevent the electrons that are misidentified as photons (electron-fake photons) contaminating
the control sample, events are rejected if they contain an electron with a ∆R distance less than 0.1
from the hadronic-fake photon candidate.
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Figure 7.4: The pcone20
T distribution of hadronic-fake photons in the hadronic-fake enriched control region in data,

for different jet multiplicities in the event. The distributions are normalised to unity and the last bin contains the
overflow. The statistical uncertainties are too small to be visible in the plot.

7.3.2.2 Hadronic-fake Template for Inclusive Measurement

The pcone20
T distributions of hadronic-fake photon candidates in the hadronic-fake enriched control region

in data are shown in Figure 7.5 for different pT and η regions. The η intervals are chosen according to
the detector geometry, while the choice of pT intervals is motivated by statistics. A clear dependence on
both pT and η can be seen.

From Figure 7.5(a), it can be seen that the hadronic-fake photon candidates are less isolated at higher
pT values. This is expected for two reasons; high-pT hadronic-fake photons are more likely to arise
from more energetic jets, and they are radiated more collinear to the jet direction. In both of the cases
the hadronic-fake photon is surrounded by more (high-pT) tracks, hence has a higher pcone20

T value.
The template shape dependence on η is smaller than on pT, and it is detector related. From Fig-

ure 7.5(b) only two distinct η regions can be recognised: |η| < 1.81 and 1.81 < |η| < 2.37. One possible
explanation could be the η dependence of the track reconstruction efficiency. In higher η regions the
track reconstruction efficiency drops, which could lead to the observed shift of the pcone20

T distribution
toward lower values for the high-η region. Investigating the exact reasons of η-dependence is out of the
scope of this thesis.
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Figure 7.5: The pcone20
T distribution of the hadronic-fake photons in the hadronic-fake enriched control region in

data, for different (a) pT and (b) η regions. The distributions are normalised to unity and the last bin contains the
overflow. The statistical uncertainties are too small to be visible in the plot.

Because of the observed dependencies, and in order to account for any differences between the pT
and η spectra of the hadronic-fake photons in the control region and in the signal region, the hadronic-
fake template used for the inclusive fiducial measurement is extracted from the weighted sum of the
hadronic-fake templates derived in pT and η bins. This is referred to as template re-weighting in the
following.

In order to obtain the weights, an estimation of the pT and η spectra of hadronic-fake photons in the
signal region is needed. This is done by using another control region in data, which will be referred
to as tt̄γh-fake control region in the following. The tt̄γh-fake control region is selected by modifying the
signal selection (see Section 7.1) by replacing the nominal photon with a hadronic-fake candidate. The
hadronic-fake candidate is selected by inverting requirements on the electromagnetic shower shapes, as
described before in Section 7.3.2.1. A total of 497 events are selected in the e+jets channel and 896
events in the µ+jets channel of the tt̄γh-fake control region in data.

The pT and η spectra can be seen in Figure 7.6 for the combined e+jets and µ+jets channels. To
validate the control region, the hadronic-fake candidates in the tt̄γh-fake control region in data (in black)
are compared with the photon candidates in the signal region that are truth matched to be a hadron or
originated from a hadron, using the tt̄ MC sample (in red). The comparison shows a good agreement
within the statistical uncertainties.

The pT distribution of the hadronic-fake photon candidates in the tt̄γh-fake control region is plotted
for different η regions in Figure 7.7. The two η regions are chosen according to what is observed in
Figure 7.5(b). The pT distribution shapes are consistent in different η regions within the statistical
uncertainty. Thus, the expected pT and η of the hadronic-fake photons in the signal region are not
correlated, and the template dependencies on pT and on η can be treated separately.

The hadronic-fake template for the inclusive fiducial measurement is derived by:

T h-fake
=

1
2

∑
i

wpT,i
T h-fake

i (pT) ⊕
∑

j

wη, j T h-fake
j (η)

 , (7.2)
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Figure 7.6: The distributions of (a) pT and (b) η of hadronic-fake candidates in the tt̄γh-fake control region in data
and true hadronic-fake photons in signal region from tt̄ MC sample. The distributions are normalised to unity.
The last bin in Figure (a) contains the overflow.
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where T h-fake
i (pT) is the hadronic-fake template determined for the bin i of pT and wpT,i

is its corres-
ponding weight, while T h-fake

j (η) is the hadronic-fake template determined for the bin j of η, with wη, j
being its associated weight. The index i runs over five pT bins: 15 ≤ pT < 25 GeV, 25 ≤ pT < 40 GeV,
40 ≤ pT < 60 GeV, 60 ≤ pT < 100 GeV and pT ≥ 100 GeV, and index j over two η bins: |η| ≤ 1.81 and
1.81 < |η| < 2.37.

The weights are obtained from the fraction of data events in the tt̄γh-fake control region in each bin:

wpT,i
=

Ni∑
i

Ni
, (7.3)

wη, j =
N j∑
j

N j
. (7.4)

The pT and η weights (wpT,i
and wη, j) are summarised in Table 7.4 and Table 7.5, respectively, with

their uncertainties. The weight uncertainties are of statistical nature only.

i 15≤ pT<25 GeV 25≤ pT<40 GeV 40≤ pT<60 GeV 60≤ pT<100 GeV pT≥100 GeV

wpT,i
0.42 ± 0.01 0.28 ± 0.01 0.136 ± 0.009 0.098 ± 0.008 0.060 ± 0.006

Table 7.4: The pT weights (wpT,i) used for re-weighting the hadronic-fake template for the inclusive fiducial
measurement. The uncertainties are statistical.

j |η|≤1.80 1.80< |η|≤2.37

wη, j 0.877 ± 0.009 0.123 ± 0.009

Table 7.5: The η weights (wη, j) used for re-weighting the hadronic-fake template for the inclusive fiducial meas-
urement. The uncertainties are statistical.

The derived weighted hadronic-fake template for the inclusive fiducial measurement is shown in
Figure 7.8, where its uncertainty band comes from the weight uncertainties. It is also compared with
the template without any pT-η weighting. The difference is more noticeable in the last pcone20

T bin. The
weighted template is the final template that is used in the fit for the cross-section measurement.

As a cross check, the re-weighting process is repeated by using finer η bins (i.e. all seven η bins seen
in Figure 7.5(b) instead of the two η bins |η| ≤ 1.81 and 1.81 < |η| < 2.37). The resulting weighted
template shows no significant difference with the nominal weighted template. This study can be found
in Appendix A.1.2.

7.3.2.3 Hadronic-fake Template for Differential Measurement

For the differential fiducial cross-section measurement, the hadronic-fake template is extracted for each
bin of the two observables: five templates for the five bins of photon pT and five templates for the five
bins of photon η.

Similar as for the inclusive template, each of the five hadronic-fake templates for the η differential
measurement are weighted according to the expected pT spectrum of the hadronic-fake in the signal
region in that η bin:

T h-fake
k (η) =

∑
i

wpT,k,i
T h-fake

k,i (η, pT) , (7.5)
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Figure 7.8: Hadronic-fake templates for the inclusive fiducial measurement, before (black) and after (green) re-
weighting, with their difference shown in the lower panel. Distributions are normalised to unity and the last bin
contains the overflow. The statistical uncertainties are too small to be visible, while the green error band shows the
weighting uncertainties. The weighted template is the nominal template used in the cross-section measurement.

and each of the five hadronic-fake templates for the pT differential measurement are weighted according
to the expected η spectrum of the hadron-fakes in the signal region in that pT bin:

T h-fake
t (pT) =

∑
j

wη,t, j T h-fake
t, j (pT, η) . (7.6)

The index k (t) indicates the five η (pT) bins for the differential measurement (see Section 7.2.3), while
index i ( j) runs over the five pT (two η) bins used for the re-weighting, which were introduced in the
previous part.

The weights are obtained from the tt̄γh-fake control region in a similar way as for the inclusive template,
and are summarised in Tables 7.6 and 7.7. Their uncertainties are of statistical nature only.

wpT,k,i
i : 15≤ pT<25 i : 25≤ pT<40 i : 40≤ pT<60 i : 60≤ pT<100 i : pT≥100

GeV GeV GeV GeV GeV

k : |η|≤0.25 0.45 ± 0.03 0.26 ± 0.03 0.11 ± 0.02 0.12 ± 0.02 0.07 ± 0.02

k : 0.25< |η|≤0.55 0.44 ± 0.03 0.27 ± 0.03 0.12 ± 0.02 0.09 ± 0.02 0.06 ± 0.01

k : 0.55< |η|≤0.90 0.45 ± 0.03 0.24 ± 0.03 0.14 ± 0.02 0.10 ± 0.02 0.07 ± 0.01

k : 0.90< |η|≤1.37 0.38 ± 0.04 0.33 ± 0.03 0.16 ± 0.02 0.09 ± 0.02 0.04 ± 0.01

k : 1.37< |η|≤2.37 0.40 ± 0.03 0.29 ± 0.02 0.14 ± 0.02 0.09 ± 0.02 0.07 ± 0.01

Table 7.6: The pT weights (wpT,k,i) for re-weighting the hadronic-fake templates used in the differential measure-
ment as a function of η (T h-fake

k (η)). The uncertainties are statistical.

The hadronic-fake templates derived for the differential fiducial measurement as a function of photon
η and as a function of photon pT are shown in Figures 7.9 and 7.10 respectively. The uncertainty
bands come from the weight uncertainties. The derived templates are compared with the templates
without pT/η re-weighting. Even though the weighted templates for some of the differential bins are not
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Figure 7.9: Hadronic-fake templates for the differential fiducial measurements in photon η bins of (a) |η| ≤ 0.25,
(b) 0.25 < |η| ≤ 0.55, (c) 0.55 < |η| ≤ 0.90, (d) 0.90 < |η| ≤ 1.37 and (e) 1.37 < |η| ≤ 2.37, before (black) and after
(green) re-weighting, with their difference shown in the lower panels. Distributions are normalised to unity and
the last bin contains the overflow. The statistical uncertainties are too small to be visible, while the green bands
show the weighting uncertainties. The weighted templates are the nominal templates used in the cross-section
measurements.
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Figure 7.10: Hadronic-fake templates for the differential fiducial measurements in photon pT bins of (a) 15 ≤ pT <
25 GeV, (b) 25 ≤ pT < 40 GeV, (c) 40 ≤ pT < 60 GeV, (d) 60 ≤ pT < 100 GeV and (e) 100 ≤ pT < 300 GeV,
before (black) and after (green) re-weighting, with their difference shown in the lower panels. Distributions are
normalised to unity and the last bin contains the overflow. The statistical uncertainties are too small to be visible,
while the green bands show the weighting uncertainties. The weighted templates are the nominal templates used
in the cross-section measurements.
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wη,t, j j : |η|≤1.81 j : 1.81< |η|≤2.37

t : 15≤ pT<25 GeV 0.87 ± 0.01 0.13 ± 0.01

t : 25≤ pT<40 GeV 0.89 ± 0.02 0.12 ± 0.02

t : 40≤ pT<60 GeV 0.89 ± 0.02 0.10 ± 0.02

t : 60≤ pT<100 GeV 0.90 ± 0.03 0.10 ± 0.03

t : 100≤ pT<300 GeV 0.84 ± 0.04 0.15 ± 0.04

Table 7.7: The η weights (wη,t, j) for re-weighting the hadronic-fake templates used in the differential measurement
as a function of pT (T h-fake

t (pT)). The uncertainties are statistical.

different from the unweighted ones within the uncertainties, the final templates used in the fit are the
weighted templates. This is to account for the uncertainty of the weighted templates, as it is showing the
uncertainty of mapping the pT and η of hadronic-fake photons from the hadronic-fake enriched control
region to the signal region.

7.3.2.4 Prompt Photon Contamination in Hadronic-fake Templates

If a prompt photon passes the identification requirement of the hadronic-fake photon candidates (Sec-
tion 7.3.2.1), it enters the hadronic-fake enriched control region and eventually affects the hadronic-fake
template shape. The amount of this contamination is studied, in order to either correct the hadronic-fake
template shape or, if this is not possible, assign proper systematics uncertainties for it.

Using MC for correcting the hadronic-fake template for prompt photon contamination is not a reliable
option, since it is observed that the MC samples do not model the hadronic-fake enriched control region
well. More specifically, they do not describe well the jet multiplicity and the jet pT spectrum in data, as
can be seen from Figure 7.11. This is checked by using the di-jet MC sample, generated with Pythia.
The sample description is in Table C.9.
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Figure 7.11: Comparison of the shape of (a) jet multiplicity and (b) jet pT distributions between data and MC
in the hadronic-fake enriched control region. Distributions are normalised to unity and the last bin contains the
overflow.

As a better alternative, a data-driven systematic uncertainty is assigned to the hadronic-fake template
shape to take into account the prompt-photon contamination. This is done by extracting a modified data-
driven hadronic-fake template that contains less prompt-photon contamination, and taking the shape
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difference between the modified and the nominal templates as the systematic uncertainty.
The nominal hadronic-fake template is built from hadronic-fake candidates which are selected by

requiring at least one of the Tight identification requirements on the four shower-shape variables fside,
ws3, ∆E, and Eratio to fail, as outlined in Section 7.3.2.1. From Figure 7.12, it can be seen that by
requiring more of these four cuts to fail, the pcone20

T distribution is shifting to the higher values. This
indicates the reduction of prompt-photon contamination, as prompt photons are isolated objects and are
expected to accumulate specifically in the first pcone20

T bin. This hypothesis is also validated by using the
di-jet MC sample, as shown in Figure 7.13. The MC-based hadronic-fake templates which are built from
hadronic-fake photon candidates that fail one cut (Figure 7.13(a)), two cuts (Figure 7.13(b)), three cuts
(Figure 7.13(c)) and four cuts (Figure 7.13(d)) are compared before and after the reconstructed hadronic-
fake photon candidates get matched to a true hadronic-fake photon. It can be seen that by requiring more
cuts to fail, the probability of the reconstructed hadronic-fake photon being a true hadronic-fake photon
increases. Therefore, the modified template corresponding to less prompt-photon contamination is built
out of the hadronic-fake candidates that are selected by requiring all of these four cuts to fail.
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Figure 7.12: The pcone20
T distribution of the hadronic-fake photon candidates in the hadronic-fake enriched control

region in data selected by requiring exactly one to four specific Tight identification cuts to fail. The distributions
are normalised to unity and the last bin contains the overflow. The statistical uncertainties are too small to be
visible.

The shape differences between the modified template corresponding to less prompt-photon contam-
ination and the nominal templates can be seen in Figure 7.14 for the inclusive fiducial measurement,
and in Figure 7.15 and Figure 7.16 for the differential measurements. These shape differences are ex-
tracted from the templates before the re-weighting, since the tt̄γh-fake control region from which the
weights should be extracted has a very low statistic when hadronic-fake candidates fail all the four cuts,
especially in the case of differential templates7.

7 The data event yield in the tt̄γh-fake control region for the combined e+jets and µ+jets channels is 1393 with the nominal
hadronic-fake photon selection, and it reduces to only 83 events for the modified hadronic-fake photon selection (i.e. when
all four shower-shape cuts fail).
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Figure 7.13: The pcone20
T distribution of the hadronic-fake photon candidates in the hadronic-fake enriched control

region using the di-jet MC sample, selected by requiring exactly (a) one, (b) two, (c) three, or (d) all four specific
Tight identification cuts to fail, before (in blue) and after (in red) the reconstructed hadronic-fake photons being
matched to a true hadronic-fake photon. The error bars show the statistical uncertainties and the last bin contains
the overflow.
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Figure 7.14: The pcone20
T distribution of nominal hadronic-fake candidates (black) and hadronic-fake candidates

from a tighter selection corresponding to less prompt-photon contamination (blue), for the inclusive measurement.
Distributions are normalised to unity and the last bin contains the overflow. The statistical uncertainties are too
small to be visible. The difference between distributions shown in the lower panel is assigned as a systematic
uncertainty to the hadronic-fake template.
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Figure 7.15: The pcone20
T distribution of nominal hadronic-fake candidates (black) and hadronic-fake candidates

from a tighter selection corresponding to less prompt-photon contamination (blue), for five η bins of the differ-
ential measurement: (a) |η| ≤ 0.25, (b) 0.25 < |η| ≤ 0.55, (c) 0.55 < |η| ≤ 0.90, (d) 0.90 < |η| ≤ 1.37 and (e)
1.37 < |η| ≤ 2.37. Distributions are normalised to unity and the last bin contains the overflow. The statistical
uncertainties are too small to be visible. The differences between the distributions shown in the lower panels are
assigned as a systematic uncertainty to the hadronic-fake template of each η bin.
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Figure 7.16: The pcone20
T distribution of nominal hadronic-fake candidates (black) and hadronic-fake candidates

from a tighter selection corresponding to less prompt-photon contamination (blue), for five pT bins of the differen-
tial measurement: (a) 15 ≤ pT < 25 GeV, (b) 25 ≤ pT < 40 GeV, (c) 40 ≤ pT < 60 GeV, (d) 60 ≤ pT < 100 GeV
and (e) 100 ≤ pT < 300 GeV. Distributions are normalised to unity and the last bin contains the overflow. The
statistical uncertainties are too small to be visible. The differences between distributions shown in the lower panels
are assigned as a systematic uncertainty to the hadronic-fake template of each pT bin.
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7.3.2.5 The Effect of Applying a ∆R(γ, jet) Requirement

In the signal selection, a requirement of ∆R(γ, jet) > 0.5 is applied to reduce the photons radiated
from the incoming partons or the quarks in the final state (see Section 7.1.2). This requirement could
potentially reduce the hadronic-fake photons radiated from jets. This requirement is not originally
included in the selection of hadronic-fake enriched control region (Section 7.3.2.1), from which the
hadronic-fake templates are extracted. A study is done to check the effect of this difference between the
topology of the events used for the hadronic-fake template construction and events in the signal region.

The ∆R(γ, jet) > 0.5 requirement is added to the control region selection of Section 7.1.2, and a new
template is extracted with the same re-weighting process as for the nominal template (Section 7.3.2.2).
The template systematic uncertainty due to prompt-photon contamination is estimated with the same
method as for the nominal template (Section 7.3.2.4).

The resulting template for the inclusive fiducial measurement is shown in Figure 7.17, in dashed red
line, and is compared to the nominal template, in solid black line. The shapes are consistent within the
uncertainties. The same result is obtained for the templates for the differential measurements. Thus, the
∆R(γ, jet) > 0.5 requirement is not needed to be added to the control region selection.
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Figure 7.17: Comparison between nominal hadronic-fake template and the template after adding the ∆R(γ, jet) >
0.5 requirement. Distributions are normalised to unity and the last bin contains the overflow. Error bars show the
total template uncertainty, including the uncertainty due to the prompt-photon contamination and the re-weighting
uncertainty.

7.3.3 Electron-fake Template

The template for electron-fake photons is extracted from a control region in data that is enriched by
events that will be denoted as Z → e+ fake-γ events hereafter. They are the Z → ee events where
one of the electrons has radiated a high-pT photon which is collinear to the direction of the mother
electron. In this case, only the high-pT photon might get reconstructed, and wrongly be identified as a
prompt photon. Hence, the Z → e+fake-γ events contain an electron-photon pair with an invariant mass
compatible with the Z boson mass, and the photon has the characteristic of an electron-fake photon.

The control region is selected by requiring a back-to-back e-γ pair (∆ϕ(e, γ) > 150◦) with an invariant
mass of 70 < meγ < 110 GeV. The pT of the electron must be larger than the pT of the photon. In order
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to be closer to the topology of the signal events, events are required to fulfil Emiss
T > 30 GeV.

After the event selection, the backgrounds are subtracted using a sideband fit to the meγ distribution.
The pcone20

T distribution of the photons in the background-subtracted Z → e+fake-γ sample is used as
the electron-fake template. The data-driven template is validated by MC, using Z → ee MC sample and
applying the Z → e+fake-γ selection.

For the differential cross-section measurement, the electron-fake template is extracted for each bin
of the observables. However, for the last two bins of pT (60 ≤ pT < 100 GeV and 100 ≤ pT <

300 GeV) there is not enough statistics in the Z → e+ fake-γ control region to extract a template.
Therefore, the template of the bin 40 ≤ pT < 60 GeV is also used for these two bins, but with additional
extrapolation uncertainty. The extrapolation uncertainty is defined by the difference between the average
of all available templates for pT bins and the last available template, i.e. the template of bin 40 ≤ pT <

60 GeV.
To estimate the systematic uncertainties of the template, the requirement of Emiss

T > 30 GeV is varied
to Emiss

T > 35 GeV and the difference between the template derived from the modified condition with
the nominal template is taken as the uncertainty. The same procedure is also done by removing the
requirement of pT(e) > pT(γ), and by varying the mass range that is used when performing the sideband
fit to the to the meγ distribution.

7.4 Background Estimation

The background processes that enter the signal region are sorted in three categories based on their
photon: 1) background events with hadronic-fake photons, 2) background events with electron-fake
photons, 3) Background events with prompt photons. Definition of prompt, hadronic-fake and electron-
fake photons are given in Section 7.2.1. While the shapes of these backgrounds are described by their
corresponding templates in the likelihood function, their normalisation (i.e. total number of correspond-
ing background events) are estimated from different methods as outlined in this section.

7.4.1 Hadronic-fake Background

The largest background contribution in this analysis is due to hadronic-fake photons. The dominant con-
tribution to this background is from tt̄ events with a hadronic-fake photon. Other processes like W+jets
and single-top production have a small contribution in this background. This background is estimated
from data, using the template fit. As mentioned before, the number of hadronic-fake background events
is treated as a free parameter in the maximum-likelihood fit. The extraction of data-driven templates for
hadronic-fake photon is described in Section 7.3.2.

7.4.2 Electron-fake Background

The second largest background contribution comes from events containing an electron-fake photon (also
denoted as e → γ fake). The main source of this background are the tt̄ events in their dilepton decay
channel when at least one of the leptons is an electron (eµ and ee channels). There is also smaller
contribution from Z+jets events when the Z boson decays into electrons.

The contribution from electron-fake background is estimated from data. The e → γ fake rate, the
probability of a an electron to be mis-identified as a photon, is calculate using two control regions: the
Z → e+fake-γ control region, introduced before in Section 7.3.3, and Z → ee control region.

The Z → ee (Z → e+ fake-γ) control region is selected by requiring a back-to-back e+e−(e-γ)
pair, where the ∆ϕ distance between the two objects is greater than 150◦, and their invariant mass is
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required to be in a ±50 GeV window around the Z boson mass. The object definitions are the same as
in Section 7.1.1, except that in the Z → ee control region the pT threshold for the second electron is
lowered from 25 GeV to 15 GeV. In the Z → e+fake-γ control region, the electron must have a larger pT
than the photon. In both regions the object with largest pT is called the tag and the other one the probe
object. Therefore, the tag object is always an electron, while the probe object is either the photon in
Z → e+fake-γ events which has the properties of an electron-fake photon (as explained in Section 7.1.1),
or the second electron in the Z → ee region which has the same pT requirement as for the photons in
the signal region (pT > 15 GeV). To avoid a trigger bias, the tag electron in both control regions must
match the trigger.

The e → γ fake rate is calculated as a function of pT and η of photons, from the ratio of number of
Z → e+fake-γ events to number of Z → ee events. The number of events is derived from a fit to the
invariant mass distribution of either eγ or e+e− pair, using the sum of a Crystal-Ball (for signal) and a
Gaussian function (for background), performed in a range of [70, 110] GeV.

The pT − η binned fake rates are then applied to a modified signal region, where the photon in tt̄γ
event selection (Section 7.1) is replaced by an electron which fulfils the same kinematic requirements as
for the photon. This results to a total of 317 ± 7(stat.) ± 41(syst.) for estimate number of electron-fake
background in the e+jets channel and 385 ± 6(stat.) ± 42(syst.) in the µ+jets channel [8]. The first error
for each channel shows the statistical uncertainty while the second one is the systematic uncertainty.
The systematic uncertainty is due to the uncertainty of the fake rates, estimated by varying the choice
of the range and the functions that are used when performing the fit to the e+e− and eγ invariant mass
distributions.

7.4.3 Backgrounds with Prompt Photons

Smaller background contributions come from the events with a prompt photon in their final state. This
category contains all the processes that are background to the tt̄ production when they are produced
with additional prompt photons. This includes the multi-jet production with a prompt photon, when a
jet or a non-prompt lepton from a hadron decay is mis-identified as a prompt lepton. Other background
processes with a prompt photon are Wγ, Zγ, single top+γ and diboson+γ productions.

7.4.3.1 Multi-jet Production with a Prompt Photon

Multi-jet processes can mimic the signature of the tt̄ single-lepton channel when either a jet or a non-
prompt lepton originating from a jet is misidentified as a prompt lepton. Jets can be misidentified as
electrons when they have a high electromagnetic fraction. This could be due to early showering in the
calorimeter, or from the hadronisation to π0 mesons. The non-prompt muon and electrons originate
from semi-leptonic decays of the heavy flavour hadrons in jets. Additionally, non-prompt electrons can
arise from photon conversions inside the jets. For simplicity, all these background-type reconstructed
leptons will be called fake leptons in this text8, in contrast to the signal leptons that are from the prompt
decays of W bosons and will be referred to as real leptons.

The multi-jet processes are dominated by the QCD multi-jet production. They also include the tt̄ all-
hadronic decay channel and the tt̄ decay into τ-leptons where then they decay hadronically. The multi-jet
processes can be produced with an additional prompt photon and enter the tt̄γ signal region when they
contain a fake lepton. A multi-jet event that is not produced with an additional prompt photon can still
enter the tt̄γ signal region when it contains not only a fake lepton but also a hadronic-fake photon. Since
in this analysis all the possible background events with a hadronic-fake photon, regardless of the process

8 Even though the non-prompt leptons that are misidentified as a prompt lepton are indeed real.
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and regardless of their leptons being fake or real, are treated as outlined in Section 7.4.1, the contribution
of the multi-jet background is specifically estimated for the case of multi-jet production with a prompt
photon.

This background is estimated in two steps:

(i) First, the background events with a fake lepton are estimated, where the photons in the event could
be either prompt or fake. In this step, a control sample of tt̄γ events in data where the lepton in
the event is fake is extracted by using a data-driven technique called the matrix method.

(ii) Then, the background events with a fake lepton where the photon in the event is prompt are dis-
tinguished. The prompt photon template (see Section 7.3.1) and the hadronic-fake template (see
Section 7.3.2) are fitted to the photon pcone20

T distribution of the control sample from step (i), in
order to extract the tt̄γ events with a fake lepton and a prompt photon. This is to avoid double
counting of the hadronic-fake background events, because of the way the hadronic-fake back-
ground is estimated in this analysis (see Section 7.4.1).

Step (i): Using the Matrix Method to extract t t̄γ events with fake leptons The matrix method
is based on classifying two categories of reconstructed leptons, by defining a tight and a loose set of
lepton selection requirements.

The tight electron and muon selection criteria are identical to the nominal selections for the signal
region, described in Section 7.1.1. The loose muons are selected by removing the isolation requirements.
To select the loose electrons, in addition to removing the isolation requirements, some electron identi-
fication requirements are also relaxed: the TRT-based identification requirements and the track-cluster
matching requirement based on the ratio of the cluster energy to the track momentum (E/p).

Based on these two lepton categories, two samples of tt̄γ events in data are selected: the tight sample
contains tt̄γ event candidates with tight leptons, and the loose sample is made of tt̄γ event candidates
with loose leptons. The two samples only differ in their lepton selection criteria, while the rest of their
object- and event-level selections are the same as for the tt̄γ signal selection described in Section 7.1.
Therefore, the tight sample is identical to the signal region. Also, since the loose leptons are selected
by relaxing some of the tight lepton requirements, the tight sample is a subset of the loose sample. The
loose sample is enriched with fake leptons, as the relaxed tight requirements are specifically designed
to reject the fake leptons.

The core of the matrix method is the assumption that the number of events in loose and tight samples,
Nloose and Ntight respectively, can be expressed as a linear sum of number of events with real leptons
(Nreal) and number of events with fake leptons (Nfake):

Nloose
= Nloose

real + Nloose
fake

Ntight
= Ntight

real + Ntight
fake .

(7.7)

By defining ϵreal (ϵfake) as the fraction of real (fake) leptons in the loose sample that also pass the tight
selection, one can write:

Ntight
= ϵrealN

loose
real + ϵfakeNloose

fake . (7.8)

The ϵreal and ϵfake are called real efficiency and fake efficiency, respectively. If the values of these
efficiencies are known, then by counting Nloose and Ntight one can calculate the number of tt̄γ events
with a fake lepton (Ntight

fake ) from Equations 7.7 and 7.8:

Ntight
fake =

ϵfake

ϵreal − ϵfake
(ϵreal Nloose − Ntight) . (7.9)
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Chapter 7 Cross-Section Measurement of tt̄γ at 8 TeV

Both real and fake efficiencies depend on lepton kinematics, such as lepton pT and η, as well as
event properties, including number of jets, number of b-tagged jets, ∆R between the objects, and jet pT.
Also, Equation 7.9 can only be used to get the total estimated number of tt̄γ events with a fake lepton
(i.e. Ntight

fake ), while in order to perform step (ii) the photon pcone20
T distribution of these events is also

needed. For these two reasons, it is more convenient to introduce an event weight, wi, by generalising
Equation 7.9 and using ϵreal and ϵfake parametrised as a function of various lepton kinematics and event
properties:

wi =
ϵfake

ϵreal − ϵfake
(ϵreal − δi) . (7.10)

The index i runs over the data events in the loose sample, and δi is equal to 1 if the loose lepton in the
event also passes the tight selection, and it is equal to 0 otherwise.

The real and fake efficiencies are measured separately for electrons and muons, from control regions
in data that are enriched in real and fake leptons. The detail of the extraction of the efficiencies and their
parametrisation can be found in Ref. [122].

By applying the wi weights to the loose sample, a control sample of tt̄γ events with fake leptons is
obtained, which yields 12.5 ± 3.8 events in the e+jets channel, 24.4 ± 5.3 in the µ+jets channel, and
37.9 ± 6.6 in the combined single-lepton channel 9, where the errors are statistical uncertainties. The
photons in these events could be either prompt or fake. This will cause a double counting of background
events in the case of events containing a hadronic-fake photon. Therefore, step (ii) is performed to
extract the tt̄γ events with fake leptons and prompt photons.

Step (ii): Extracting t t̄γ events with fake leptons and prompt photons A template fit is per-
formed on the photon pcone20

T distribution of the control sample of tt̄γ events with fake leptons that is
extracted in step (i) and shown in Figure 7.18, marked as data. The template fit is using the prompt
photon template described in Section 7.3.1 and the hadronic-fake template described in Section 7.3.2.
The fit result gives the estimated background contribution from multi-jet production with a prompt
photon, which is 7.5 ± 3.6 events in the e+jets channel, 8.3 ± 5.2 events in the µ+jets channel (also
summarised in Table 7.10), and 15.8 ± 6.3 events in the combined single-lepton channel. The errors are
coming from the statistical uncertainties. The post-fit photon isolation distributions are also shown in
Figure 7.18.

For the differential measurements, step (i) and (ii) are repeated for each bin of the observables. When
performing step (ii), the prompt-photon and hadronic-fake templates of the relevant bin is used. The
resulting estimated backgrounds are summarised in Tables 7.8 and 7.9.

pT bin [GeV] 15 ≤ pT < 25 25 ≤ pT < 40 40 ≤ pT < 60 60 ≤ pT < 100 pT ≥ 100

e+jets 2.2 ± 1.7 1.9 ± 1.7 0.8 ± 1.4 1.7 ± 1.5 0.4 ± 0.7

µ+jets 5.2 ± 3.6 0.0 ± 2.1 3.0 ± 2.0 0.0 ± 1.1 0.0 ± 0.1

single-lepton 7.4 ± 4.0 1.9 ± 2.7 3.7 ± 2.4 1.7 ± 1.8 0.4 ± 0.7

Table 7.8: The estimated background contribution from multi-jet production with a prompt photon in each photon
pT bin for the differential measurement. The uncertainties are statistical only.

9 Note that since the events are weighted and the matrix-method event weight in Equation 7.10 can also be negative, the
number of events in the combined single-lepton channel is not expected to be the sum of number of events in the two e+jets
and µ+jets channels.
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Figure 7.18: The pcone20
T distribution of photons in the control sample of tt̄γ events in data where the lepton in the

event is a fake lepton, fitted by the prompt-photon and hadronic-fake templates, in (a) the e+jets channel, (b) the
µ+jets channel, and (c) the combined single-lepton channel. The filled areas show the results of the fit. The last
bin contains the overflow.

η bin |η| ≤ 0.25 0.25 < |η| ≤ 0.55 0.55 < |η| ≤ 0.90 0.90 < |η| ≤ 1.37 1.37 < |η| ≤ 2.37

e+jets 2.6 ± 1.3 0.0 ± 0.3 2.0 ± 1.3 2.9 ± 1.5 2.7 ± 1.8

µ+jets 1.6 ± 1.8 2.1 ± 2.5 0.0 ± 0.8 0.5 ± 3.2 1.4 ± 2.5

single-lepton 4.2 ± 2.2 2.1 ± 2.6 2.0 ± 1.5 3.3 ± 3.5 4.0 ± 3.0

Table 7.9: The estimated background contribution from multi-jet production with a prompt photon in each photon
η bin for the differential measurement. The uncertainties are statistical only.
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7.4.3.2 Wγ Production with Additional Jets

The background contribution from Wγ production is estimated from MC simulation and is then scaled
by a data-driven scale factor. The MC simulated Wγ events do not agree well with data, as the fraction
of heavy-flavour jets observed in data is smaller than what is obtained from simulation. Therefore, a
scale factor is derived from a control region in data and applied to the prediction of the simulation.

The Wγ control region is selected by applying the same selection cuts as for the signal region (see
Section 7.1), except for the requirement on jet multiplicity which is changed to 1 ≤ Njets ≤ 3, the number
of b-tagged jets which is changed to exactly one, and adding a requirement on the invariant mass of the
lepton and photon (mlγ) which has to be less than 40 GeV. The requirements on the number of jets and
the number of b-jets suppress the tt̄γ contribution10 and the requirement on mlγ suppresses mainly the
contamination from electron-fake photons, as well as other backgrounds.

Although the control region is dominated by Wγ events, the hadronic-fake background, electron-fake
background and other backgrounds with prompt photons also contribute. The contribution of non-Wγ

processes must be subtracted from data before being able to calculate the Wγ scale factor. Therefore, the
same procedure of maximum-likelihood fit as for the signal region is performed in this control region,
to estimate the number of Wγ events, along with the hadronic-fake background contribution.

The fit is using the same prompt-photon and electron-fake templates that are extracted for the signal
region, described in Section 7.3.1 and 7.3.3 respectively. However, the hadronic-fake template derived
for the signal region can not be used here, due to the template shape dependency on the jet multiplicity.
Thus, the hadronic-fake template for the Wγ control region is extracted in the same manner as for the
signal region, described in Section 7.3.2, but with changing the jet multiplicity requirement to 1 ≤
Njets ≤ 3. Also, the re-weighting process is not performed, since as seen in Sections 7.3.2.2 and 7.3.2.3,
the weighted and unweighted templates do not differ significantly in shape. The systematic uncertainty
due to prompt-photon contamination in hadronic-fake template is estimated with the same method as in
Section 7.3.2.4.

The normalisation of the hadronic-fake background is a free parameter in the fit, while for all the other
backgrounds it is fixed to their estimated values. The contributions from the electron-fake background
and the multi-jet production with a prompt photon are estimated by repeating the same data-driven
methods described in Section 7.4.2 and 7.4.3.1, respectively, for the Wγ control region11. The tt̄γ
contribution, as well as the minor contributions from Zγ, single top+γ and diboson+γ productions are
all estimated from MC simulations.

After subtracting the non-Wγ contamination from data, the Wγ scale factor is derived from the ratio
of the number of events in data to the MC predicted number from the Wγ sample generated by Sherpa.
The statistical and systematic uncertainties due to the subtraction of the non-Wγ contamination are con-
sidered in the scale factor calculation. The evaluation of the systematic uncertainty of each background
modelling follows the same way as for the signal region. Also, all the experimental and template-shape
uncertainties discussed in Section 7.5 are considered. Additionally, the nominal Wγ MC samples gener-
ated by Sherpa are compared with the samples generated by Alpgen, which accounts for an additional
20% uncertainty. The resulting scale factors and their uncertainties for the e+jets and µ+jets channels
are 0.69 ± 0.16 and 0.76 ± 0.14, respectively [8]. The estimated Wγ background yield is shown in
Table 7.10.

10 By requiring the number of b-jets to be zero, the tt̄γ contribution is even more suppressed, but then the event topology
in the control region gets further away from the signal region and the extrapolation uncertainty increases. Therefore, the
requirement of Nb-jets = 1 is applied.

11 The calculation of e → γ fake rates used for the electron-fake background estimation is not needed to be repeated, as they
are not specific for the signal or any control regions.
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7.4.3.3 Other Prompt-Photon Backgrounds

Additional backgrounds from Zγ and single top quark and diboson productions with a prompt photon
have smaller contributions and are estimated from MC simulations.

The estimated yields of all the background processes with a prompt photon are summarised in
Table 7.10.

Process e+jets µ+jets

Wγ 65 ± 25 97 ± 25

Zγ 35 ± 19 38 ± 20

Single top+γ 13 ± 7 19 ± 10

Multijet+γ 7.5 ± 3.6 8.3 ± 5.2

Diboson+γ 2.6 ± 1.5 2.5 ± 1.4

Table 7.10: Estimated yields of the background processes with a prompt photon and their uncertainties. Except
the Multijet+γ background, the other numbers are taken from Ref. [8].

7.5 Systematic Uncertainties

Systematic uncertainties affect the result of the tt̄γ cross-section measurement at 8 TeV through their
impact on the normalisation of expected signal and estimated backgrounds and/or the shape of their
corresponding template. The sources of systematic uncertainties considered in this analysis can be cat-
egories into three groups: modelling uncertainties of signal and background, described in Section 7.5.1,
experimental uncertainties, described in Section 7.5.2, and uncertainties related to the template shapes,
described in Section 7.5.3.

The effect of the systematic uncertainties on the measured cross sections are summarised in the next
Section together with the results of cross section measurements (Section 7.6).

7.5.1 Modelling Uncertainties

This category includes the uncertainties that affect the result due to the modelling of the signal process
in MC simulations, and modelling of the background processes either in MC simulations or through the
methods that are used to estimate their normalisation. The signal modelling uncertainties are discussed
below first and are followed by the description of background modelling uncertainties. The alternative
MC samples described in this section are listed in Appendix C.1.2 as well, and detail of their production
is given in Section 5.2.

Signal Modelling

• The effect of the choices of renormalisation scale (µR) and factorisation scale (µF) is estimated
using the alternative tt̄γ MC samples which are produced similar as the nominal tt̄γ, with Mad-
Graph5_aMC@NLO interfaced to Pythia, but with different settings for µR and µF. While in the
nominal signal sample the scale choices are µR = µF = 2mtop, the two alternative samples are
produced with simultaneous variation of the scales by a factor 1/2 and 2; µR = µF = mtop and
µR = µF = 4mtop.
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• The uncertainty due to the modelling of parton shower and hadronisation is evaluated by the
alternative tt̄γ sample which is produced by replacing Pythia in the nominal sample with Herwig
and Jimmy.

• The modelling of initial- and final-state radiation is varied by using different tunes of Pythia
6, corresponding to higher (Perugia2011C radHi) and lower (Perugia2011C radLo) QCD
radiation activity.

• Other signal modelling uncertainties found to be negligible: Uncertainties due to modelling of
PDF, colour reconnection, underlying event and QED radiation were studied separately, using
tt̄ MC samples, as their effects are expected to be similar in tt̄γ production. Since the effect of
their variation on prompt photon pcone20

T distribution and event yield found to be negligible, no
dedicated alternative tt̄γ samples were produced for them and these sources are not considered.
The effect of the choice of matrix-element event generator has been found to be negligible in a
previous analysis [45], so it is also not considered.

Background Modelling

• The uncertainty of the e → γ fake rates used to estimate the electron-fake background results
in a 6.1% uncertainty in the measured inclusive cross section. The uncertainty of fake rates are
estimated as described in Section 7.4.2.

• The uncertainties in the estimation of Wγ background that are taken into account are the uncer-
tainty of the scale factor used to normalise the sample, described in Section 7.4.3.2, as well as the
difference between the predictions from baseline Wγ MC samples produced by Sherpa, and the
Wγ MC samples produced by Alpgen.

• The uncertainties in the estimation of Zγ+jets, single top+γ and diboson+γ backgrounds, which
are purely estimated from MC simulation, are estimated using the 48% uncertainty in the normal-
isation of the samples in the four-jet bin from the Berends–Giele scaling [123].

7.5.2 Experimental Uncertainties

The experimental uncertainties are mainly the uncertainties of event reconstruction where detector sim-
ulation is used. These are uncertainties associated to the objects used in the analysis, namely electrons,
muons, jets, photons and Emiss

T , in terms of reconstruction and identification efficiency, momentum and
energy scale, momentum and energy resolution, isolation efficiency, trigger efficiency (in case of the
objects that fired the trigger), jet flavour tagging and jet vertex fraction. Also, this category includes
the uncertainties of integrated luminosity and pile-up simulation. Experimental uncertainty sources are
common to signal and background processes. These uncertainties are listed below.

Leptons

As mentioned in Section 4.2 and 4.3, several corrections are applied to leptons in MC simulated samples
to better match the data and correct for detector mis-modelings. This includes scale factors for recon-
struction, identification, trigger and isolation efficiencies, correction factors for calibration of lepton
energy and momentum, and the smearing to correct the lepton energy and momentum resolution. The
scale and correction factors and the smearing parameter are varied separately by ±1σ to evaluate the
impact of the uncertainties of lepton efficiencies, energy scale and resolution.
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Photons

The scale factors used in MC samples to correct the photon identification efficiency, explained in Sec-
tion 4.5, are varied by ±1σ. The impact of photon energy scale and resolution is estimated similarly as
for the electrons.

Jets

The calibration of jet energy scale and resolution (JES and jet energy resolution (JER)) are introduced in
Section 4.4. The assigned systematic uncertainty for both of the JES and the JER has many components
which are grouped into independent categories. In each group there could be more than one source
for uncertainty. Each source is varied independently and their resulting uncertainties are added quad-
ratically in order to get the uncertainty arising from JES or JER. The JES uncertainty is the dominant
experimental systematic uncertainty in this analysis. The systematic uncertainty associated to the JVF
cut is evaluated by varying the cut value up and down.

The JES uncertainties due to flavour composition and flavour response depend on the fraction of the
gluon initiated jets, fg, and its uncertainty, ∆ fg, in a given sample. Since fg and ∆ fg depend on the event
topology, a dedicated study is done to estimate fg and ∆ fg as functions of jet pT and η from the signal
sample. This is presented in Section 7.5.2.1.

b-tagging

The uncertainty in b-tagging is evaluated by independently varying the calibration scale factors of the
b-, c- and light-flavour jets in their corresponding uncertainty range.

Missing Transverse Momentum

The uncertainties of the energy scales and resolutions of the leptons, jets and photons are propagated to
the Emiss

T . Additional uncertainties due to the modelling of the soft terms of Emiss
T (see Section 4.6) are

considered.

Pile-up

To match the pile-up condition in the data, the distribution of mean number of interactions per bunch
crossing (see Section 5.1) in simulation is re-weighted to that of the data. The uncertainty associated
to the modelling of pile-up events is studied by varying the pile-up re-weighting parameter from its
nominal value of 1.09, to 1.05 or 1.13.

Luminosity

The uncertainty on the integrated luminosity is 1.9%, estimated as described in Ref. [51] and provided
centrally by ATLAS.

7.5.2.1 Estimating the Fraction of Gluon-initiated Jets in the t t̄γ Signal Sample

The calorimeter response to jets in the MC simulation (pjet
T /ptruth

T ) shows a dependence on the flavour of
the jet. More specifically, jets originating from gluons have a significant different response from those
originating from quarks, due to differences in their fragmentation and showering properties. A quark-
initiated jet often contains hadrons that have a higher fraction of the jet pT and could penetrate further
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into the calorimeter, while a gluon-initiated jet typically includes more particles with softer pT, leading
to a lower calorimeter response and a wider transverse profile [124].

On the other hand, the jet energy scale is not determined as a function of jet flavour, and the jet flavour
composition in the MC samples that are used for calibration (see Section 4.4) might be very different
from the samples being used in a specific analysis. Therefore, a systematic uncertainty is dedicated
to account for this effect. The jet energy scale systematic uncertainty due to flavour composition and
flavour response, ∆RS

12, is established as [125]:

∆RS = ∆ fg × |Rg − Rq| ⊕ fg × ∆Rg , (7.11)

where Rg and Rq refer to the response to the jets initiated by gluons and light quarks, respectively, fg is
the the fraction of gluon-initiated jets, and ∆ denotes the uncertainty on the respective variable. Both
Rg and Rq are estimated from MC simulated di-jet events and ∆Rg is estimated by comparing several
generators [79]. But both fg and ∆ fg depend on the event topology, making ∆RS an analysis-dependent
uncertainty. Therefore, they are derived from the tt̄γ signal MC sample as explained in the following.

First, the flavour of jets is determined. For this, the reconstructed jets in the events that pass the full
tt̄γ selection (see Section 7.1) are matched to the true jets at particle level within a ∆R < 0.3 distance.
The partonic flavour of the jet is determined based on the highest-energy ghost-associated parton inside
the jet13. Then, fg is calculated in bins of true jet pT and η. To estimate ∆ fg, the calculation of fg
is repeated by using alternative signal MC samples, introduced in Section 7.5.1, to take into account
the uncertainties due to the choice of QCD scales, modelling of initial- and final-state radiation, and
modelling of hadronisation and parton showering.

Figure 7.19 shows the resulting fg in different jet η regions as a function of jet pT. The blue band
shows ∆ fg, the total uncertainty of fg, including systematic uncertainties due to MC modelling.

7.5.3 Template Uncertainties

Prompt-Photon Template

The prompt-photon template is affected by the signal modelling described in Section 7.5.1 and all the
experimental systematic uncertainties described in Section 7.5.2.

Hadronic-fake Template

The systematic uncertainty for the hadronic-fake template is dominated by the the uncertainty due to
prompt-photon contamination, described in Section 7.3.2.4. A much smaller contribution comes from
the weight uncertainties described in Sections 7.3.2.2 and 7.3.2.3. The effect of hadronic-fake template
uncertainty on the fitted cross section for the inclusive measurement is 6.3%, making it one of the
dominant uncertainties in this analysis.

Electron-fake Template

The systematic uncertainties considered for the electron-fake template are described before in Sec-
tion 7.3.3. Amongst them, the variation of Emiss

T requirement has the dominant effect. The combination

12 RS denotes the sample response.
13 The particle-level jets are re-clustered, using the jets constituents along with all ghost partons, meaning that the par-

ton is scaled to an infinitely small momentum and then participates in the clustering. This procedure is called ghost-
association [126].
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Figure 7.19: Fractions of gluon initiated jets ( fg) in tt̄γ MC simulated sample, as a function of jet pT in the jet η
regions of (a) |η| < 0.3, (b) 0.3 < |η| < 0.8, (c) 0.8 < |η| < 1.2, (d) 1.2 < |η| < 2.1 and (e) 2.1 < |η| < 2.5. The error
bars show the statistical uncertainty while the blue bands correspond to the total uncertainty (∆ fg). There are no
jets with pT < 25 GeV after the full tt̄γ event selection, therefore the first bin is filled with fg = 0.5 ± 0.5.
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of the electron-fake template uncertainty and the uncertainties of the e→ γ fake rates results to a system-
atic uncertainty of 6.3% for the inclusive cross section. This combined uncertainty and the uncertainty
of hadronic-fake template share the first place in the ranking of uncertainties on the measurement of the
inclusive cross section.

7.6 Results

The inclusive and differential cross sections of pp → tt̄γ production at a centre-of-mass-energy of√
s = 8 TeV are measured in a fiducial region for the single-lepton decay channel. A total number of

3072 events is observed in data. The cross sections are extracted by performing a maximum-likelihood
fit to the binned photon isolation (pcone20

T ) distribution in data.
The post-fit event yields for the inclusive measurement are summarised in Table 7.11, and the post-fit

pcone20
T distribution is shown in Figure 7.20(b).

tt̄γ Hadronic-fake Electron-fake Wγ Zγ Single top+γ Multijet+γ Diboson+γ Data

1060 ± 130 1020 ± 90 710 ± 90 160 ± 40 73 ± 32 32 ± 15 16 ± 6 5 ± 2 3072

Table 7.11: The post-fit event yields for the signal and backgrounds for the inclusive fiducial tt̄γ cross-section
measurement at 8 TeV. The uncertainties include the statistical and systematic uncertainties.

ttγ 1060,00
Hadronic-fake	photon 1020,00
Electron-fake	photon 710,00
Wγ 160,00
Other	prompt	photon 126,10

3076,10
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(a) A pie chart of the post-fit event yields for the
inclusive fiducial tt̄γ cross-section measurement at
8 TeV.
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fiducial tt̄γ cross-section measurement at 8 TeV [8].
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Figure 7.20

The measured inclusive fiducial cross section in the single-lepton channel is:

σ
f id
tt̄γ,sl = 139 ± 7 (stat.) ± 17 (syst.) fb = 139 ± 18 fb ,

which is in agreement with the SM prediction at the NLO accuracy in QCD that is 151 ± 24 fb (see
Section 7.2.4). The total uncertainty of 13%, which is dominated by systematic uncertainties (statist-
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ical uncertainty accounts for 5%), is an improvement in accuracy with respect to the previous tt̄γ cross
section measurement in ATLAS at

√
s = 7 TeV [45]. A summary of the effect of the most import-

ant systematic uncertainty groups from Section 7.5 on the inclusive fiducial measurement is shown in
Table 7.12. It can be seen that the dominating systematic uncertainties come from the fake photon
background estimations.

Source Relative uncertainty (%)

Hadronic-fake template ±6.3
Electron-fake ±6.3
Jet energy scale ±4.9
Wγ ±4.0
Zγ ±2.8
Initial- and final state radiation ±2.2
Luminosity ±2.1
Photon ±1.4
Single top+γ ±1.2
Muon ±1.2
Electron ±1.0
QCD scale choices ±0.6
Parton shower and hadronisation ±0.6

Systematic uncertainty ±12
Statistical uncertainty ±5

Total uncertainty ±13

Table 7.12: Summary of the effects of systematic uncertainties with highest effect on the inclusive fiducial tt̄γ
cross-section measurement at 8 TeV [8].

The measured differential cross sections in five bins of photon pT and five bins of photon η are
shown in Figures 7.21(a) and 7.21(b) respectively. As can be seen, the differential measurements are
also in agreement with the SM NLO predictions. These results were the first ever reported differential
measurement performed for the tt̄γ production.
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Figure 7.21: Measured differential tt̄γ cross section at 8 TeV as a function of (a) pT and (b) η of photons, and their
corresponding SM NLO predictions [8].
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CHAPTER 8

Cross-Section Measurement of t t̄γ at 13 TeV

In this chapter, the tt̄γ cross-section measurement at
√

s = 13 TeV is presented. This measurement
uses the data recorded by the ATLAS detector in 2015 and 2016, from pp collisions at a centre-of-mass
energy of

√
s = 13 TeV, corresponding to an integrated luminosity of 36.1 fb−1.

Same as in the 8 TeV analysis, the inclusive and differential cross sections are measured in the single-
lepton decay channel, and in a fiducial phase space. However, the strategy of the analysis is quite
different from the previous analysis. A brief summary of the notable changes in this analysis is given
below, while the detailed explanations are presented in the relevant Sections in this Chapter:

– The inclusive fiducial cross section is extracted from a maximum-likelihood fit to the distribution
of the output of a Neural Network (NN) that is trained to discriminate between the signal and total
background events.

– The differential fiducial cross sections that are normalised to unity are measured without per-
forming the maximum-likelihood fit. Instead of the bin-by-bin unfolding approach, the iterative
Bayesian method is used for unfolding to the particle level. In addition to photon pT and photon
η, the ∆R distance between the photon and the lepton is used as the observable for the differential
measurement.

– Signal region selection: Photons are required to be isolated and their pT requirement is increased
to pT > 20 GeV. The requirement for object overlap removal between jets and photons is in-
creased to ∆R(γ, jet) > 0.4, and subsequently no ∆R(γ, jet) requirement at the event level is im-
posed. The cut value of the requirement on ∆R(γ, lepton) is increased to 1.0. No requirements on
Emiss

T and mW
T are applied.

– Theoretical prediction: The k-factor is calculated in a phase space very close to the fiducial region,
rather that being estimated in a more inclusive phase space like in the 8 TeV analysis.

– The estimation of hadronic-fake background is performed by a totally different method. The
number of hadronic-fake background is estimated from data using the so-called ABCD method.
The data-driven estimate is used to derive a set of scale factors for correcting the shape of this
background extracted from MC, to match data.

– For estimation of the electron-fake background, the same method of the 8 TeV analysis is used to
derive e → γ fake rates. But the application of fake rates is different. The data-driven fake rates
are used to derive a set of scale factors for correcting the e → γ fake rates in MC simulation to
match data.
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– The number of Wγ background events is treated as a free parameter in the maximum-likelihood
fit.

– The background due to fake leptons is estimated from the same matrix method as in the the 8 TeV
analysis, but the background events with a prompt or a fake photon are not distinguished.

In this chapter, first the selection of signal events is described in Section 8.1. It is followed by
the description of the analysis strategy in Section 8.2. Section 8.3 is dedicated to the hadronic-fake
background estimation. The estimations of rest of the backgrounds are outlined in Section 8.4. The
systematic uncertainties that affect the measurements are explained in Section 8.5. Finally, Section 8.6
presents the results of this analysis.

This analysis is documented in Ref. [9]1. The main contribution of the author of thesis in this analysis
was the estimation of the hadronic-fake background, described in Section 8.3 and Appendix B.1. Also,
the author has contributed in the reconstruction of photons used in this analysis (see Section 4.5).

8.1 Signal Region Selection

The signature of the single-lepton decay channel of the tt̄γ, and also the background processes that
mimic this signature, are explained previously in Chapter 7. Similar to the 8 TeV analysis, the selection
cuts are optimised to suppress the background contribution and to enrich the tt̄γ events, specially where
photons are radiated from the top quark.

With respect to the 8 TeV analysis, the object-level selections are changed to the latest recommenda-
tions by the ATLAS Top working group that were available at the time. The photons are required to be
isolated, since the analysis strategy is changed and the photon isolation distribution is no longer used
for performing the maximum-likelihood fit. The photon isolation requirement has reduced the contribu-
tion from fake photon backgrounds significantly, especially the hadronic-fake background. In the object
overlap removal, the jets are removed unless they pass ∆R(γ, jet) > 0.4, which is a tighter requirement
with respect to ∆R(γ, jet) > 0.1 used in the 8 TeV analysis. Also, the photon pT requirement is increased
to be greater than 20 GeV. At the event-level, the requirement on ∆R(γ, lepton) is increased to be greater
than 1.0. This requirement is very efficient in rejecting the events where the photon is emitted from the
decay products of the top quark, rather than the top quark itself. A requirement on ∆R(γ, jet) beyond the
value imposed in the object overlap removal did not show the same efficiency, therefor no ∆R(γ, jet) cut
at the event level is applied. Also, no requirements on Emiss

T and mW
T are applied. These requirements

typically target the background from multi-jet events (i.e. fake lepton background), and the Zγ and
Z+jets backgrounds. These background were found to be distributed rather flat against Emiss

T and mW
T ,

and their contributions are very small. Also, since after the event selection a NN algorithm is used to
discriminated between the signal and background events, removing these selection cuts is fine.

The full description of the object- and event-level selections of the tt̄γ signal events at 13 TeV are
given in the following.

8.1.1 Selection at Object-level

• Electrons: The electron candidates are required to pass the likelihood-based tight identification,
TightLH, and the Gradient isolation criteria, both defined in Section 4.2. They are required to
have pT > 27 GeV and |ηcl| < 2.47, excluding the EMCal transition region (1.37 < |ηcl| < 1.52).

1 Note that in Ref. [9] the cross-section measurement in the single-lepton and dilepton decay channels are presented, while
this thesis does not include the measurement in the dilepton channel.
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In addition, the electrons are required to have a longitudinal impact parameter with respect to
the primary vertex of |z0| < 0.5 mm and their transverse impact parameter significance must be
|d0|/σd0

< 5.

• Muons: The muon candidates are required to satisfy the Medium cut-based identification and
the Gradient isolation criteria, both defined in Section 4.3. They must have pT > 27.5 GeV,
|η| < 2.5, |z0| < 0.5 mm, and |d0|/σd0

< 3.

• Jets: Jets are required to have pT > 25 GeV and |η| < 2.5. The jets from pile-up are suppresses by
using a multivariate jet-track association algorithm called Jet Vertex Tagger (JVT). The jets with
pT < 60 GeV and |η| < 2.4 are required to have |JVT| > 0.59.

• Photons: The photon candidates must pass the Tight identification and the FixedCutTight
isolation criteria, both defined in Section 4.5. They are required to have pT > 20 GeV and
|ηcl| < 2.37, excluding the transition region.

• Objects overlap removal: First, the electrons that share a track with a muon are removed. Then,
all jets within a cone of ∆R = 0.2 around an electron are removed. After that the electrons that
have a distance of ∆R < 0.4 from the remaining jets are removed. The jet-muon overlap removal
is performed afterwards, where the jet is removed if it is closer than ∆R = 0.2 from a muon and
has no more than two associated tracks, or the muon is removed if it is closer than ∆R = 0.4
from a jet that has more than two associated tracks. Next, photons within a cone of ∆R = 0.4
from remaining electrons or muons are removed. Finally, the jets closer than ∆R = 0.4 from the
remaining photons are removed.

8.1.2 Selection at Event-level

Based on the object definitions in Section 8.1.1, events are selected as following:

• The selected events must have fired one of the single-lepton triggers listed in Table 8.1, based on
the year in which the data is collected (2015 or 2016). Whether the electron trigger or the muon
trigger is fired determines if the event is categorised in e+jets channel or in µ+jets channel.

• Events are required to have a primary vertex with at least two associated tracks with pT >

400 MeV. If more than one such vertex in the event is found, the vertex with the largest sum
of track p2

T is considered as the primary vertex.

• Events in e+jets (µ+jets) channel must contain exactly one electron (muon), and no muon (elec-
tron), where the electron (muon) is required to match the lepton that has triggered the event.

• Events are required to have at least four jets.

• At least one of the jets must be tagged as a b-jet. The b-tagging working point that is used
corresponds to 77% efficiency for jets with pT > 20 GeV and |η| < 2.5 in MC simulated tt̄ events.

• The selected event is required to have exactly one photon.

• In the e+jets channel, events are rejected if the invariant mass of the photon and the electron (meγ)
is not outside of a 5 GeV window around the Z boson mass (mZ).

• To suppress photons radiated from leptons, the angular distance between the photon and the lepton
∆R(γ, lepton) is required to be greater than 1.0.
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Channel Year Trigger name Trigger description

e+jets

2015

HLT_e24_lhmedium_L1EM20VH

or
HLT_e60_lhmedium

or
HLT_e120_lhloose

At leat one isolated2 electron with pT > 24 GeV
or

At leat one electron with pT > 60 GeV independent of isolation
or

At leat one electron with pT > 120 GeV independent of isolation

2016

HLT_e26_lhtight_nod0_ivarloose

or
HLT_e60_lhmedium_nod0

or
HLT_e140_lhloose_nod0

At leat one isolated2 electron with pT > 26 GeV
or

At leat one electron with pT > 60 GeV independent of isolation
or

At leat one electron with pT > 140 GeV independent of isolation

µ+jets

2015
HLT_mu20_iloose_L1MU15

or
HLT_mu50

At leat one isolated2 muon with pT > 20 GeV
or

At leat one muon with pT > 50 GeV independent of isolation

2016
HLT_mu26_ivarmedium

or
HLT_mu50

At leat one isolated2 muon with pT > 26 GeV
or

At leat one muon with pT > 50 GeV independent of isolation

Table 8.1: The single-lepton triggers used in the event selections for the 13 TeV Analysis.

A total number of 6002 events in data pass the signal selection in e+jets channel and 5660 in the
µ+jets channel.

8.2 Analysis Strategy

8.2.1 Neural Networks

In this analysis the signal is discriminated from backgrounds using a NN algorithm, called the Event-
level discriminator (ELD). The ELD is used in the likelihood fit to data to extract the inclusive fiducial
cross section. Also, a dedicated object-level NN algorithm called the Prompt-photon tagger (PPT) is
trained to discriminate between prompt photons and hadronic-fake photons. The PPT is used as one of
the inputs of the ELD. Both NN’s are binary classifiers, trained by using Keras [127] and evaluated by
using lwtnn [128].

8.2.1.1 Prompt-Photon Tagger

In the 8 TeV analysis, the hadronic-fake background contribution was significant, also its correspond-
ing systematic uncertainty turned out as one of the highest ranked uncertainties of the result (see Sec-
tion 7.6). This was the motivation to take advantage of multivariate analysis methods, namely a NN, to
discriminate between the prompt and hadronic-fake photons.

The PPT is trained using six of the photon discriminating variables, introduced in Section 4.5, as the
input variables: Rhad, Rη, Rϕ, wη2, ws3, fside. The variable definitions can be found in Table 4.1. The
input variables are chosen based on their separation power between prompt and hadronic-fake photons
in MC simulated events. The separation power is quantified by:

S = 1
2

∑
i∈bins

(si − bi)
2

si + bi
, (8.1)

2 The isolation requirement at the trigger level is looser than at the offline level.
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where si and bi are the number of signal and background events in bin i of the input variable distribution,
respectively.

Two MC simulated samples, one for the signal and one for the background photons, are used for
the training and testing of the PPT. For the prompt photons (signal), the simulated QCD-Compton
processes are used, and the hadronic-fake photons (background) are taken from the simulated di-jet
events. The photon candidates used for the training are required to pass the Tight identification criteria,
have pT > 25 GeV and |ηcl| < 2.37, excluding the EMCal transition region3.

In order to correct the PPT mis-modelling in MC simulation, dedicated PPT scale factors for prompt
photons are extracted, by comparing the PPT distribution shape of the prompt photons in data and MC
in a Z → llγ (l = e, µ) control region. The control region is defined by requiring one photon and two
opposite sign leptons with an invariant mass of 60 < mll < 100 GeV. The scale factors are derived in
2-dimentional bins of photon pT-η, and applied to the PPT shape of the prompt photons in simulation.
The PPT uncertainties are discussed in Section 8.5.2.

8.2.1.2 Event-Level Discriminator

The training and testing of the ELD is carried out using the simulated tt̄γ signal and background events
which pass the signal region selection of Section 8.1. The only exception is for the fake-lepton back-
ground, where its data-driven estimation described in Section 8.4.2 is used. The MC simulated samples
that are used are described in Sections 5.2.1 and 5.2.2.

Fifteen input variables are used for the ELD training. They are listed in Table 8.2 in the order of their
separation power according to Equation 8.1. The input variables are chosen based on their separation
power as well as the physics motivation. The b-tagging related variables are important in the ELD
training because of their significant discrimination against the backgrounds without any heavy-flavour
jets. Using PPT as an input improves the discrimination power of the ELD against the hadronic-fake
background, because this background is dominated by the tt̄ process which has kinematic properties and
jet flavour compositions similar to the signal.4

3 In the development of PPT, the initial goal was to keep it an analysis-independent tool so that more ATLAS analyses can
benefit from it. Therefore, no isolation requirement is applied on the photons, as different analyses use different isolation
requirements. Also, the MC samples that are used for signal and background are the samples provide by the ATLAS photon
identification group, where a pT > 25 GeV requirement for the photons is already placed in the n-tuple production level.

4 Photon pT and η, as well as ∆R(γ, lepton) and ∆R(γ, jet), are not used in the ELD training as they were being considered
as the observables for the differential cross-section measurement, and the initial plan of using maximum-likelihood fit with
ELD as the discriminator variable to extract the differential cross sections would have introduced a bias. Note that the ELD
was trained when the differential cross-section measurement strategy was not finalised, the final strategy that is actually
followed is explained in Section 8.2.4.
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Variable Description

b1( j) highest b-tagging score of all jets
b2( j) second highest b-tagging score of all jets
b3( j) third highest b-tagging score of all jets
Nb-jets b-jet multiplicity
PPT Prompt-photon tagger output
pT( j1) pT of the leading jet (ordered in pT)
HT Scalar sum of the pT of the lepton and jets
pT( j2) pT of the sub-leading jet
pT( j3) pT of the third jet
pT( j4) pT of the fourth jet
pT( j5) pT of the fifth jet (For events without the fifth jet, this is set to zero)
mW

T Reconstructed transverse mass of the leptonically decaying W-boson
Emiss

T Missing transverse energy
Njets Jet multiplicity
meγ Invariant mass of the photon and the electron

Table 8.2: Input variables of the ELD, in the ranking order of their separation power between signal and sum of
all backgrounds, calculated by Equation 8.1.

8.2.2 Definition of the Fiducial Region

The fiducial region is defined at particle level in a way that mimics the selections at reconstruction level,
given in Section 8.1.

Leptons and jets are defined exactly the same as in the 8 TeV analysis, described in Section 7.2.2.
The photon definition is also the same as Section 7.2.2 but the pT threshold requirement is increased to
20 GeV. In addition, photons are required to be isolated. This is done by requiring the ratio of the scalar
sum of pT of all stable charged particles around the photon to the pT of photon to be smaller than 0.1.
For the b-jets, a ghost-association method (defined in Section 7.5.2.1) is used to determine the flavour of
the jets. The object overlap removal is simplified to only removing the jets within a ∆R < 0.4 distance
from a selected muon, electron or photon.

Based on the above object definitions, events are required to have exactly one electron or muon, at
least four jets from which at least one is b-tagged, and exactly one photon. The ∆R distance between
the photon and the lepton must be larger than 1.0.

8.2.3 Strategy of Inclusive Cross-Section Measurement

The inclusive tt̄γ cross section at 13 TeV is measured in the fiducial volume defined in Section 8.2.2,
by performing a maximum-likelihood fit to the ELD distribution, and profiling the nuisance parameters.
Using Equations 6.21 and 6.22, the likelihood function is written as:

L (ELD |σ f id
tt̄γ,sl, θ) =

∏
i

P(Nobs
i |N s

i (θ) +
∑

b

Nb
i (θ)) ×

∏
t

G(0 | θt, 1) , (8.2)

where i is the bin index of ELD distribution. The rest of the parameters and terms in Equation 8.2 are
already introduced in Chapter 6.

The free parameters in the fit are the number of tt̄γ signal events and the number of Wγ background
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events. The normalisation of the rest of the backgrounds are fixed to their estimated values, described
in Sections 8.3 and 8.4, being varied within their uncertainties.

To extract the cross section for the combined single-lepton channel, spontaneous fitting to the ELD
distributions of the individual e+jets and µ+jets channels are performed, where the two channels share
the same signal strength (Equation 6.25) that scales the cross section of each of the two channels coher-
ently.

8.2.4 Strategy of Differential Cross-Section Measurement

The differential cross sections at 13 TeV is measured as a function of photon pT, photon η, and∆R(γ, lepton),
in the same fiducial region defined in Section 8.2.2.

First, using Equation 6.13 (with l = sl, for the single-lepton channel), the photon pT, photon η, and
∆R(γ, lepton) distributions of the observed signal at reconstruction level are unfolded to the particle level.
These reconstruction-level distributions are obtained by subtracting the background distributions from
the data distributions, where the normalisation and uncertainties of the Wγ background are taken from
a maximum-likelihood fit performed by the likelihood function in Equation 8.2 but without systematic
uncertainties included.

The signal efficiency (ϵk), migration matrix (Mk j), and outside migration fraction ( fout, j) are calculated
from the signal MC sample. The signal efficiency is calculated as the fraction of events falling into bin
k of the observable in fiducial region that are also selected in reconstruction level and the reconstructed
object which defines the observable to be unfolded5 matches to a true object at particle level within
∆R < 0.1. The migration matrix is calculated from events that pass both the fiducial region definition
and the reconstruction-level selections and the object matching condition as above. The matrix maps the
binned particle-level events to the binned reconstruction-level events. The outside migration fraction is
calculated as the fraction of events generated outside of the fiducial region but pass the reconstruction-
level selections and fall into bin j of the observable in reconstruction level, or fail the above object
matching condition.

As mentioned in Section 6.3, the iterative Bayesian unfolding method is used. This method proceeds
iteratively, computing at each iteration a new estimate of the unfolded distribution of the observable,
from the distribution obtained in the previous iteration. The prior information in the first iteration
corresponds to the truth distribution (at particle level) from the signal simulation.

The reported results of this analysis are in the form of normalised differential cross section, defined
as:

σfid
tt̄γ,k,norm =

σfid
tt̄γ,k∑

k σ
fid
tt̄γ,k

, (8.3)

where σfid
tt̄γ,k is expressed by Equation 6.14 (with l = sl for the single-lepton channel), and same as

before, k is the index bin of the observable at particle level. Because of the normalisation, the systematic
uncertainties that are correlated across all bins cancel out.

The binning of each observable is optimised based on the detector resolution and the expected stat-
istical uncertainty. More specifically, the bin sizes are chosen to be at leat twice of the observable
resolution (i.e. more than 68% of the events to be on the diagonal in the migration matrix), and the stat-
istical uncertainty of the observed signal in each bin should not be more than 10%. In cases where after
performing the unfolding the statistical uncertainty of a bin got larger, a re-binning has been performed.

5 Photon for the case of unfolding photon pT or photon η, photon and electron or muon for unfolding ∆R(γ, lepton)
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There are nine bins for photon pT:

20 ≤ pT < 35, 35 ≤ pT < 50, 50 ≤ pT < 65, 65 ≤ pT < 80, 80 ≤ pT < 95,

95 ≤ pT < 110, 110 ≤ pT < 140, 140 ≤ pT < 180, 180 ≤ pT < 300 [GeV] ;

eight bins of photon η:

|η| < 0.2, 0.2 ≤ |η| < 0.4, 0.4 ≤ |η| < 0.6, 0.6 ≤ |η| < 0.8,

0.8 ≤ |η| < 1.0, 1.0 ≤ |η| < 1.2, 1.2 ≤ |η| < 1.7, 1.7 ≤ |η| < 2.37 ;

and nine bins for ∆R(γ, lepton):

1.0 ≤ ∆R < 1.2, 1.2 ≤ ∆R < 1.4, 1.4 ≤ ∆R < 1.6, 1.6 ≤ ∆R < 1.8,

1.8 ≤ ∆R < 2.0, 2.0 ≤ ∆R < 2.2, 2.2 ≤ ∆R < 2.4, 2.4 ≤ ∆R < 2.6, 2.6 ≤ ∆R < 6.0 .

8.2.5 Theoretical Prediction

The measured cross sections at 13 TeV are compared with the theoretical predictions at NLO accuracy in
QCD, by normalising the tt̄γ signal MC sample generated by MadGraph at LO with the NLO k-factors.
The authors of Ref. [109] performed a dedicate theory calculation at 13 TeV, with the same techniques
in the referenced document. In the theory calculations, the renormalisation and factorisation scales are
chosen to be µR = µF = mtop, while all the rest of parameters are set to the same values used in the
MadGraph tt̄γ signal sample production, described in Section 5.2.1.

In this analysis the k-factor is estimated in a phase space that is very close to the fiducial region
defined in Section 8.2.3. This is done in order to achieve a better data-MC agreement, since a phase-
space dependency in k-factor has been observed. In comparison, the k-factor used in the 8 TeV analysis
is estimated in a more inclusive phase space.

The theory calculation at NLO is performed at the parton level, while the LO cross-sections are
obtained from the LO MadGraph signal sample at the particle level. The NLO and LO calculations are
performed in the same phase space, which as mentioned is very close to the fiducial region. Special
attention is given to define the objects at particle level in the MadGraph sample to mimic the parton
level objects used in the NLO calculation, so the objects kinematic properties properly correspond.

The extracted overall k-factor is 1.30 for the single-lepton channel [9]. While its statistical uncertain-
ties are negligible, the relative systematic uncertainty is 20%. The systematic uncertainty has contribu-
tions from the following sources: For the NLO calculation the QCD scale and PDF choices introduce
14% uncertainty (with the effect of scale choices being dominant). For the LO MadGraph cross section
the jet cone size is varied from the nominal size of 0.4 to 0.3 and 0.5, to evaluate the additional QCD
radiation impact on the particle-level jets, resulting in 11% uncertainty, also the non-perturbative effects
in the parton shower modelling are evaluated by separately turning off the multiple parton interaction
and hadronisation of Pythia, resulting to 8% uncertainty.

Using this k-factor, the predicted inclusive cross section at NLO in the fiducial region is 495±99 fb [9].
The same overall k-factor is also used to obtain the differential cross section predictions.
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8.3 Estimation of Hadronic-fake Background

The background contribution from hadronic-fake photons is largely reduced in the 13 TeV analysis with
respect to the 8 TeV analysis, because of the photon isolation requirement, but it is still one of the main
backgrounds.

The normalisation of this background in the likelihood fit is fixed to its estimated data-driven value
(within its uncertainties). Its ELD shape - which is initially taken from MC simulation - is as well
corrected by data-driven scale factors. First, the so-called ABCD method is used to estimate the hadronic-
fake background from data, as a function of photon conversion status6, pT, and η. Then, the ratio of
the data-driven estimate to the MC-predicted background is calculated, in 3-dimensional bins of photon
pT-η-conversion status. These ratios are used as scale factors to correct the MC-simulated hadronic-fake
background.

8.3.1 The ABCD Method

In the ABCD method, the numbers of events in the sidebands7 of a two-dimensional distribution of
uncorrelated variables are used to estimate the background yield in the signal region. Here, the two
dimensions are defined by the photon identification and photon isolation. Four orthogonal regions, A,
B, C and D, are defined in data as explained below:

• Photon candidates in region D satisfy the nominal isolation and identification criteria, i.e. pass
the FixedCutTight isolation working point and the Tight identification menu, both described
in Section 4.5.

• In region C, photon candidates are non-isolated but satisfy the Tight identification criteria. The
non-isolated photons are defined by requiring them to fail the FixedCutTight working point and
in addition their tracking-based isolation pcone20

T must be larger than 3 GeV.

• Photon candidates in region B are required to be non-isolated and also fail the Tight identification
criteria. Instead, they are required to pass an orthogonal identification criteria which will be called
fail-Tight hereafter. The fail-Tight photons must pass all the Tight identification criteria
except the ones on the four narrow stripe shower-shape variables fside, ws3, ∆E and Eratio (see
Table 4.1): at least two of these four selection requirements must fail.

• Photon candidates in region A are isolated but required to pass the fail-Tight identification.

Figure 8.1 summarises the above bullet points. The four regions only differ in photon identification
and isolation requirements, the rest of their object- and event-level selections remain the same as for
the signal region, described in Sections 8.1. Therefore, region D is identical to the signal region, while
regions A, B, and C are enriched by hadronic-fake photons.

The fail-Tight identification makes use of the same four shower-shape variables for reversing the
Tight requirements that were used in a similar way in the 8 TeV analysis in order to select hadronic-
fake candidates in data, as described in Section 7.3.2.1. As explained there, these variables have strong
discriminating power between hadronic-fake and prompt photons but their correlation with the photon
isolation is smaller than any other photon discriminating variables. The more of the four requirements

6 i.e. whether photon is unconverted or converted.
7 In high energy physics, sideband refers to a relatively clean background sample which shares most of the properties of the

signal events. In one dimension of the phase space, the sideband events lie just next to where the signal events are, for
example just outside the expected signal particle mass peak. [129]
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Non-isolated

Fail-tight Tight Photon id.

Photon iso.
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Isolation gap{

D
(SR)A

B C

Figure 8.1: An illustration of the ABCD method to estimate the hadronic-fake background, using four categories
of photons based on their identification (id.) and isolation (iso.). The isolation gap indicates the pcone20

T > 3 GeV
requirement.

that fail, the more purified control regions one can get, as can be seen in Figure 8.2. The choice on
the number of requirements to fail (i.e. at least two) is based on a compromise between reducing the
prompt photon contamination while keeping a large enough number of data events8 and also avoiding to
introduce photon isolation-identification correlation. The extra selection requirement of pcone20

T > 3 GeV
for the non-isolated photons is also applied in order to reduce the contamination from prompt photons.
The adequacy of this requirement, which causes a gap between isolated and non isolated regions, can
be seen from Figure 8.3.

An important consideration in the optimisation of the fail-Tight and non-isolated photon criteria is
that tightening them might introduce, or increase, a photon identification-isolation correlation through-
out the hadronic-fake backgrounds in the four regions, which eventually prevents one from using the
ABCD method. This is due to the small residual correlation of the four narrow stripe shower-shape
variables with the photon isolation. During the optimisation procedure, the possible correlation is quan-
tified by MC-based ratios Nh-fake

D,MC/N
h-fake
C,MC and Nh-fake

A,MC/N
h-fake
B,MC . The two ratios are checked to be as less

deviated from each other as possible, within their statistical uncertainties, while keeping the prompt
photon contamination under control.

If one could assume that there is no correlation between photon identification and its isolation, the
ratio between the number of hadronic-fake background events with isolated photons to those with non-
isolated photons should be the same in the Tight and fail-Tight regions9. In other words, under this
assumption the following relation holds:

Nh-fake
A

Nh-fake
B

=
Nh-fake

D

Nh-fake
C

. (8.4)

This can be used to estimate the hadronic-fake background contribution in the signal region (region
D) from data:

Nh-fake
est. =

Nh-fake
A, data×Nh-fake

C,data

Nh-fake
B,data

, (8.5)

where Nh-fake
i,data (i ∈ A,B,C) is the number of hadronic-fake background events in regions A, B and C in

data. Thus, any contamination from prompt photons or fakes of a different type needs to be subtracted

8 For performing the ABCD method, having large enough statistics in the four regions is essential. Here, another goal was also
pursued: with the available statistics it was possible to estimate the background in bins of photon pT, η and conversion-type.

9 It should also be true if we formulate it the other way around: the ratio between the number of background events with
Tight photons to those with fail-Tight photons should be the same in the isolated and non-isolated regions
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Figure 8.2: (a) Isolated and (b) non-isolated photons passing the fail-Tight identification when exactly one,
two, three or all of the four requirements on the narrow stripe shower-shapes are required to fail. The three last
bins in (a) form the control region A and the three last bins in (b) form the control region B. Only the statistical
uncertainties are shown.

0

500

1000

1500

2000

2500

E
ve

nt
s

Data
Hadronic fake
Fake lepton

 SF×-fake e
γtt

γOther prompt 
 Syst.⊕Stat. 

Stat.

-1 = 13TeV, 36.1 fbs
Region B before iso. gap

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70
) [GeV]γ(cone20

T
p

0.5

1

1.5

D
at

a 
/ E

xp
.

(a)

0

1000

2000

3000

4000

5000

6000

7000

8000

E
ve

nt
s

Data
Hadronic fake
Fake lepton

 SF×-fake e
γtt

γOther prompt 
 Syst.⊕Stat. 

Stat.

-1 = 13TeV, 36.1 fbs
Region C before iso. gap

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70
) [GeV]γ(cone20

T
p

0.5

1

1.5

D
at

a 
/ E

xp
.

(b)

Figure 8.3: Photon pcone20
T distributions before adding isolation gap, i.e. the pcone20

T > 3 GeV requirement, in (a)
region B and (b) region C. The right side of the vertical dashed line in figure (a) is the final region B and in figure
(b) the final region C.
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from data, in order to use Equation 8.5. In addition, the contribution from events with fake leptons must
be subtracted, because, as described later in Section 8.4.2, the fake lepton background is estimated from
data without distinguishing between prompt and hadronic-fake photons (unlike in the 8 TeV analysis).
This means that Nh-fake

est. in Equation 8.5 has to be the estimated number of hadronic-fake background
events with real leptons, otherwise a double counting of backgrounds occurs.

The contamination from events with prompt photons are subtracted using MC. For the tt̄γ contribu-
tion, a 100% systematic uncertainty is considered and for the rest (denoted by "other prompt γ", com-
posed of Wγ, Zγ, single-top+γ and diboson+γ) 50%. These uncertainties are conservatively chosen
because there are no scale factors for correcting the photon identification and isolation efficiencies in
MC for the case of fail-Tight photons and photons with reversed isolation criteria.

The contamination from events with electron-fake photons is subtracted using MC that is scaled by the
data-driven scale factor SFe-fake which is later described in Section 8.4.1. The considered uncertainty for
this is a conservative 50%, due to the fact that the fake rates that are used in the electron-fake background
estimation are derived from Tight and isolated photons.

The fake lepton contribution is subtracted using the data-driven background estimation explained later
in Section 8.4.2. Its assigned uncertainty is estimated the same way as described in the same Section.

Therefore:

Nh-fake
i,data = Ni,data − Ntt̄γ

i,MC − Nother prompt γ
i,MC − SFe-fake×Ne-fake

i,MC − Nfake-lepton
i,d.d. , (8.6)

where i ∈ A,B,C.
Before performing the background estimation using the ABCD method, several distributions in the

control regions are checked to gain confidence on the good description of the non-hadronic-fake events
in these regions, in order to use Equation 8.6. This is presented in Section 8.3.1.1 and Appendix B.1.2.
Also, any possible photon isolation-identification correlation must be taken into account, as discussed
in Section 8.3.2. Furthermore, the origin of the hadronic-fake photons in the regions A, B, C and D are
studied and presented in Appendix B.1.1.

8.3.1.1 Control Plots and Event Yields

A selection of distributions comparing data to predictions for regions A, B and C for the combined
single-lepton channel are shown in Figures 8.4, 8.5 and 8.6, respectively. More plots can be found in
Appendix B.1.2.

In all these plots, as well as in Figures 8.2 and 8.3, the MC samples used for the hadronic-fake
and electron-fake contributions are tt̄, W+jets, Z+jets, single top, and diboson samples, while the "other
prompt γ" is composed of Wγ, Zγ, single top, and diboson samples. The event overlap removal between
the samples, as explained in Section 5.2.3, is applied. The electron-fake contribution is scaled by the
data-driven electron-fake scale factor (SFe-fake) described in Section 8.4.1. The fake lepton contribution
is estimated from data as described in Section 8.4.2. The dominating systematic uncertainties are in-
cluded in the plots, which are the tt̄ MC modelling uncertainties (described in Section 8.3.2.1) and the
systematic uncertainties assigned for the non-hadronic-fake contributions as described in Section 8.3.1.

A particular data-MC agreement is not expected in the plots. The expectation is that the modelling of
hadronic-fake photons in MC samples is not accurate (see the description in Section 7.3.2), hence the
hadronic-fake background is estimated from data, and the data-driven estimation is used to correct the
MC predictions via 3D-binned scale factors.

The event yields in regions A, B and C are summarised in Table 8.3. It can be seen that the con-
taminations from prompt photons are below 7%, and from electron-fake photons ubelow 10%. The
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8.3 Estimation of Hadronic-fake Background

contribution of events with fake leptons is below 5%.

Number of events Region A Region B Region C
Data 934 6439 9196
Hadronic-fake 622.61 5582.10 5592.24
tt̄γ 44.29 8.82 486.41
Other prompt γ 25.26 15.56 199.53
Electron-fake × SFe-fake 40.82 192.54 919.53
Fake lepton 43.05 279.82 344.50

Table 8.3: Event yields in regions A, B and C, and the estimation of contributions described in the text.
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Figure 8.4: Plots of region A, where photons are isolated and identified as fail-Tight. In each plot, the dashed
area shows the total uncertainty while the solid band in the ratio panel shows the statistical uncertainty only.
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Figure 8.5: Plots of region B, where photons are identified as fail-Tight, as well as being non-isolated. In
each plot, the dashed area shows the total uncertainty while the solid band in the ratio panel shows the statistical
uncertainty only.
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Figure 8.6: Plots of region C, where photons are non-isolated and identified as Tight. In each plot, the dashed
area shows the total uncertainty while the solid band in the ratio panel shows the statistical uncertainty only.
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8.3.2 Treatment of the Photon Isolation–Identification Correlation

The ABCD method is based on the assumption of no correlation between the two variables which define
the two dimensional sidebands, in the background events that are being measured. As a result of a
deviation from this assumption, a relation as the one in Equation 8.4 does not hold and Equation 8.5 can
not be used as it is.

Although the photon isolation and identification criteria used here are chosen to minimise such cor-
relation, any possible residual correlation between them in the hadronic-fake background events must
be measured and taken into account. In order to quantify this correlation, a MC-based method described
in Sections 8.3.2.1 is used to add a correction factor to Equation 8.5 in order to take into account the
photon isolation and identification correlation.

In addition, a study is performed to obtain a data-driven correction factor, in an attempt to avoid the
MC modelling uncertainties. This study can be found in Appendix B.1.4. However, at the end the data-
driven correction factor is only used as a cross check for the benchmark MC-based correction factor.
The argument behind this choice is discussed in the same Appendix.

8.3.2.1 MC-based Double Ratio

The correlation between photon identification and isolation in the hadronic-fake background can be
quantified by the following double ratio derived from MC simulation:

θMC =

Nh-fake
D,MC /Nh-fake

C,MC

Nh-fake
A,MC /Nh-fake

B,MC

. (8.7)

Any deviation of θMC from unity indicates such correlation.
The systematic uncertainties of θMC due to the MC modelling uncertainties are evaluated. Because

the simulated hadronic-fake backgrounds in all three control regions are largely dominated by the tt̄
process (see Appendix B.1.1), only the tt̄ MC modelling is taken into account:

• The uncertainty on the modelling of the hard scattering, parton shower and hadronisation is estim-
ated by replacing the nominal tt̄ sample produced by Powheg and interfaced to Pythia, with the tt̄
sample produced by Sherpa.

• The uncertainty due to the QCD scale choices and the modelling of ISR and FSR is estimated by
replacing the nominal tt̄ sample with two alternative tt̄ samples that are produced with different
Pythia tunes, modified factorisation and renormalisation scales and a modified NLO radiation
controlled by the hdamp parameter.

All the used alternative and nominal samples are described in Section 5.2.2. The detector related sys-
tematic uncertainties are not taken into account as they are much smaller with respect to the tt̄ modelling
uncertainties.

Since the goal is to estimate the hadronic-fake background in bins of photon pT-η-conversion status,
the θMC is also measured in those same 3-dimensional bins. The results can be seen in Figures B.9
and B.8, and are also summarised in Table 8.4. In most of the bins the measured θMC is consistent
with unity within the total uncertainties. But as they are subjected to large MC modelling uncertain-
ties, a photon isolation-identification correlation can not be excluded. Therefore, the θMC is used as a
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correction factor to Equation 8.5 for the estimation of the hadronic-fake background:

Nh-fake
est. =

Nh-fake
A, data×Nh-fake

C,data

Nh-fake
B,data

× θMC , (8.8)

where Nh-fake
i,data (i ∈ A,B,C) are derived from Equation 8.6.

For a comparison, the θMC measured inclusively, as well as only as a function of photon pT or photon
η for all, converted, or unconverted photons can be seen in Appendix B.1.3.
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Figure 8.7: The MC-based double ratio θMC measured in three different photon η slices as function of photon pT
for converted photons, from nominal MC and alternative MC samples that are used for systematic uncertainty
evaluation. The error bars show the statistical uncertainties.
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Figure 8.8: The MC-based double ratio θMC measured in three different photon η slices as function of photon pT
for unconverted photons, from nominal MC and alternative MC samples that are used for systematic uncertainty
evaluation. The error bars show the statistical uncertainties.
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Photon
Photon η − pT [GeV]

θMC ± Total Stat. Syst. uncertainty
conversion status uncertainty uncertainty rad.-up rad.-down Gen. & PS

Converted

|η| < 0.60, pT > 20 1.45 ± 0.47 ±0.17 +0.25 -0.17 ±0.36
0.60 < |η| < 1.37, 20 < pT < 30 1.08 ± 0.55 ±0.14 +0.10 -0.29 ±0.44
0.60 < |η| < 1.37, pT > 30 1.34 ± 0.64 ±0.11 +0.00 -0.12 ±0.62
1.52 < |η| < 2.37, 20 < pT < 50 1.73 ± 0.89 ±0.23 +0.05 -0.60 ±0.61
1.52 < |η| < 2.37, pT > 50 2.30 ± 1.82 ±0.34 +1.72 -0.75 ±0.49

Unconverted

|η| < 0.60, 20 < pT < 30 1.46 ± 0.45 ±0.26 -0.30 -0.24 ±0.22
|η| < 0.60, pT > 30 1.03 ± 0.46 ±0.11 -0.10 -0.06 ±0.44
0.60 < |η| < 1.37, 20 < pT < 30 1.18 ± 0.55 ±0.15 -0.13 -0.33 ±0.41
0.60 < |η| < 1.37, pT > 30 1.23 ± 0.74 ±0.13 -0.07 -0.67 ±0.29
1.52 < |η| < 2.37, pT > 20 1.45 ± 0.55 ±0.17 +0.44 -0.45 ±0.28

Table 8.4: The MC-based double ratio θMC, in 3-dimensional bins of photon pT-η-conversion status, together
with a break down of the uncertainties. The tt̄ modelling uncertainty on hard scattering and parton shower and
hadronisation is denoted by Gen. & PS. The uncertainty on the tt̄ modelling due to scale choices and the modelling
of ISR and FSR are denoted by rad.-up/-down.

8.3.3 Extraction of Hadronic-fake Scale Factor

The hadronic-fake scale factor is calculated as:

SFh-fake
=

Nh-fake
est.

Nh-fake
MC

, (8.9)

where the data-driven hadronic-fake background (Nh-fake
est. ) is estimated from Equation 8.8.

The SFh-fake is calculated separately for converted and unconverted photons in bins of photon pT-η
(hence, 3-dimensional scale factors). This is done by using the θMC that is measured for the same pT-η
bin and conversion status. The choice of binning for pT is based on the statistics and the |η| bins are
chosen according to the detector geometry. Then the pT-η bins are re-optimised to reduce the statistical
uncertainties. The neighbouring kinematic bins that resulted in consistent hadronic-fake scale factors
within the statistical uncertainties are merged. This leads to five bins for each of the converted and
unconverted photon category. The resulting scale factors are shown in Figure 8.9 and summarised in
Table 8.5.

The systematics uncertainty of SFh-fake includes the uncertainties in θMC as explained in Section 8.3.2.1,
the uncertainties in the subtraction of non-hadronic-fake and fake lepton backgrounds in control regions
A, B and C (see Equation 8.6) as explained in Section 8.3.1, and the statistical uncertainties of the three
control regions.

In the final fit, the systematics uncertainties in SFh-fake due to the tt̄ modelling (coming from θMC
factor) are correlated to the other relevant same systematics sources. The systematic uncertainties due
to the statistical uncertainty in SFh-fake (i.e. the statistical uncertainty of the data-driven factor of SFh-fake

and the statistical uncertainty of θMC factor) are uncorrelated bin-by-bin, by considering one nuisance
parameter for statistical uncertainty in each bin of SFh-fake. Also, the anti-correlation of SFh-fake with
the signal strength µ (defined in Equation 6.25) due to the tt̄γ subtraction, is considered. This is done by
using the expression:

SFh-fake(µ) = SFh-fake(µ = 1) × (1 − 0.12 (µ − 1)) , (8.10)

where the factor -0.12 is the relative change in hadronic-fake background normalisation if the tt̄γ normal-
isation goes up by 100% (i.e. if µ = 2). Although SFh-fake is binned, since the tt̄γ subtraction systematics
effect on the ELD distribution is more or less flat, and for simplicity, the overall change (i.e. -0.12) is
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used.
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Figure 8.9: Final SFh-fake, derived for pT-η bins separately for (a) converted and (b) unconverted photons.

Photon
Photon η − pT [GeV] SFh-fake stat.

syst.
conversion tt̄γ rest θMC θMC θMC

status subtract. subtract. stat. rad.-up/-down Gen. & PS

All Inclusive 1.60 ±0.07 ±0.19 ±0.12 ±0.07 +0.09/-0.03 ±0.24

Conv.

|η| < 0.60, pT > 20 1.52 ±0.17 ±0.13 ±0.15 ±0.18 +0.26/-0.18 ±0.38
0.60 < |η| < 1.37, 20 < pT < 30 1.74 ±0.27 ±0.14 ±0.09 ±0.23 +0.16/-0.47 ±0.71
0.60 < |η| < 1.37, pT > 30 1.00 ±0.14 ±0.07 ±0.09 ±0.08 +0.00/-0.09 ±0.46
1.52 < |η| < 2.37, 20 < pT < 50 1.71 ±0.26 ±0.15 ±0.23 ±0.23 +0.05/-0.59 ±0.60
1.52 < |η| < 2.37, pT > 50 0.79 ±0.22 ±0.06 ±0.12 ±0.12 +0.59/-0.26 ±0.17

Unconv.

|η| < 0.60, 20 < pT < 30 2.36 ±0.35 ±0.25 ±0.13 ±0.42 -0.49/-0.39 ±0.36
|η| < 0.60, pT > 30 1.37 ±0.18 ±0.24 ±0.12 ±0.15 -0.13/-0.08 ±0.58
0.60 < |η| < 1.37, 20 < pT < 30 1.72 ±0.25 ±0.18 ±0.05 ±0.22 -0.19/-0.48 ±0.60
0.60 < |η| < 1.37, pT > 30 1.33 ±0.23 ±0.23 ±0.14 ±0.14 -0.08/-0.72 ±0.31
1.52 < |η| < 2.37, pT > 20 3.15 ±0.48 ±0.57 ±0.27 ±0.37 +0.95/-0.98 ±0.61

Table 8.5: The hadronic-fake scale factor (SFh-fake) derived for inclusive and 3-dimensional bins of photon pT-η-
conversion status. The binned scale factors are used in the analysis and the inclusive scale factor is just shown
for comparison. The individual uncertainty components considered for the SFh-fake are shown: the uncertainty
due to the statistics of Nh-fake

i,data with i ∈ A,B,C (stat.), the uncertainty due to the subtraction of tt̄γ (tt̄γ subtract.),
the uncertainty due to the subtraction of other events with prompt and electron-fake photons and the fake-lepton
background (rest subtract.), the uncertainty due to the statistical uncertainty of the θMC factor (θMC stat.), the
uncertainty due to modelling of additional QCD radiation in tt̄ MC (θMC rad.-up/-down), and finally the uncertainty
due to the hard scattering and parton shower and hadronisation modelling of tt̄ MC (θMC Gen. & PS).

8.4 Estimation of other Backgrounds

In this analysis, the backgrounds are categorised into four groups: The hadronic-fake background, the
electron-fake background, the fake-lepton background, and the backgrounds with a prompt photon. This
is different from the categorisation of backgrounds in the 8 TeV analysis which was based on the type of
their photon (hadronic-fake, electron-fake, or prompt). This was needed in the 8 TeV analysis because
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each of the backgrounds must be described by one of the hadronic-fake, electron-fake, or prompt-photon
templates in the fit, depending on their photon type. Essentially, the difference is that in this analysis in
the fake-lepton background the events with prompt or fake photons are not distinguished.

The estimation of hadronic-fake background was explained in the previous Section, and the estimation
of the rest of background are outlined in this Section.

8.4.1 Electron-fake Background

To estimation the electron-fake background, the same method explained in Section 7.4.2 is used to
extract the e→ γ fake rates. But the difference is that the fake rates are derived from both data and MC
simulation, and their ratio is taken as the fake-rate scale factor, SFe-fake. Then, a set of SFe-fake is used
to correct the MC-derived ELD distribution of the electron-fake background entering the maximum-
likelihood fit, to match data.

The Z → e+fake-γ and Z → ee control regions introduced in Section 7.4.2 are used for extracting
the e → γ fake rates in data and in MC, by taking the ratio of the number of Z → e+fake-γ events to
the number of Z → ee events in photon pT-η bins. To calculate the fake rates in MC, the Z+jets sample
in ee channel is used, where in the Z → e+fake-γ control region the probe photon is matched to a true
electron before detector simulation. To calculate the data-driven fake rates, a fit to the invariant mass
distribution of either the eγ or the e+e− pair is performed in order to subtract the non-Z background.
A double-sided Crystal-Ball function is used to model the signal and the background is modelled by
a Bernstein forth order polynomial function. The fitted signal in the Z → e+ fake-γ control region is
contaminated by Z → eeγ events, where the photon is a prompt photon and not an electron-fake. This
contamination is subtracted using the Zγ sample in ee channel.

Several variations to the procedure of SFe-fake derivation are applied in order to account for the system-
atics uncertainties. This includes changing the signal model in the invariant mass fit from Crystal-Ball
function to MC-predicted template, changing the non-Z background model from Bernstein function to
Gaussian, varying the fitting mass range, and in the Z → eeγ subtraction replacing the Zγ MC sample
with the Z+jets sample, where the photon radiation is described by the parton shower.

The central values of the SFe-fake range from 0.8 to 2.1 for different pT-η bins, and the uncertainties
from 5% to 42% [9]. In most of the bins the scale factor is consistent with one within the uncertainties.

The final step of this background estimation is the validation of the estimate, using a control region
enriched by electron-fake photons. The control region is selected by replacing the photon in the tt̄γ
signal selection (Section 8.1) with an electron. The ratio of data to the MC prediction in this region is
0.98 ± 0.01 [9], where the uncertainty is statistical. This ratio, although is very close to one, is used as
an extra overall scale factor in addition to the binned SFe-fake to correct the MC-predicted electron-fake
background in the signal region.

8.4.2 Fake-Lepton Background

The background due to fake leptons is introduced in Section 7.4.3.1. In the 8 TeV analysis the multi-jet
production with an additional prompt photon was categorised under the backgrounds with a prompt
photon, while the multi-jet processes containing a fake lepton and also a hadronic-fake photon were
absorbed in the hadronic-fake background category. This categorisation of the backgrounds based on
their photon type was needed to make use of one of the three prompt, electron-fake or hadronic-fake
templates as explained in Section 7.2.1. This categorisation is not needed in the 13 TeV analysis be-
cause of using ELD, which discriminates between signal and all backgrounds based on the event-level
information.
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The fake-lepton background background is estimated using the same matrix-method explained in
Section 7.4.3.1 and the event weights of Equation 7.10.

The tight electron and muon are identical to the nominal objects described in Section 8.1.1, while the
loose muons and electrons are selected by removing their isolation requirements and requiring the elec-
trons to pass the electron MediumLH identification criteria instead of the nominal TightLH. In addition,
for the data sample with loose muons the low-pT muon trigger for 2016 is changed from the nominal
trigger (see Table 8.1) to the HLT_mu24 trigger with a pre-scale of 50, in order to avoid possible trigger
bias.

Different parametrisation are available for the real and fake efficiencies (ϵreal and ϵfake). For the
background estimation in e+jets (µ+jets) channel the efficiencies are parametrised as a function of lepton
η and mW

T (lepton pT and mW
T ). Alternative parameterisations, resulting to larger and smaller background

yields, are used to evaluated the systematic uncertainty. For the background estimation in e+jets (µ+jets)
channel the efficiencies are parametrised as a function of lepton η, number of b-jets and mW

T (jet pT and
number of b-jets) for the up variation, and as a function of lepton η, jet pT and ∆R of the lepton and the
closest jet (lepton pT, lepton η and ∆R of the lepton and the closest jet) for the down variation.

8.4.3 Backgrounds with Prompt Photons

The dominant background process with a prompt photon is the Wγ process. The normalisation of the
Wγ background is a free parameter in the maximum-likelihood fit, since it is well separated from the
tt̄γ signal by ELD. Its ELD shape is taken from MC simulation. The shape is checked in dedicated Wγ

validation regions to ensure a good modelling.
Two Wγ validation regions are used. The heavy-flavour validation region is selected by modifying

the signal region selection outlined in Section 8.1.2 to require the number of jets to be exactly two or
three, the number of b-jets to be exactly one, and meγ < 80 GeV. In addition, events are required to have
Emiss

T > 40 GeV and ELD < 0.04. The requirement on meγ reduces the contamination from electron-
fake photons and the ELD requirement suppresses the tt̄γ contamination. The light-flavour validation
region is selected the same, except that the number of b-jets are required to be zero and the requirement
on ELD is removed, since this region is less contaminated by tt̄γ due to its zero b-jet requirement. Both
validation regions showes good modelling of Wγ process by MC.

The rest of the prompt-photon backgrounds are the Zγ process, and the single top quark and diboson
productions with a prompt photon. As they have smaller contribution, they are estimated from MC. They
are grouped as "other prompts" in Table 8.6 where the estimation of all backgrounds are summarised.

8.4.4 Summary of Background Yields

The estimated backgrounds before performing the likelihood fit are summarised in Table 8.6. The data-
driven scale factors for the hadronic-fake and electron-fake backgrounds are applied. The uncertainties
include statistic and systematic uncertainties.
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Hadronic-fake 1440± 290

Electron-fake 1650± 170 [9]

Fake lepton 360± 200 [9]

Wγ -

Other prompts 690± 260 [9]

Table 8.6: The pre-fit estimated yields of background processes, including all data-driven corrections and system-
atic uncertainties. The Wγ background is a free parameter in the likelihood fit.

8.5 Systematic Uncertainties

The result of tt̄γ cross-section measurement at 13 TeV is affected by the systematic uncertainties through
their impact on the normalisation of expected signal and estimated backgrounds, and/or the shape of
their corresponding ELD distributions and the distributions of the observables that are unfolded.

The signal and background modelling uncertainties are described in Section 8.5.1. Each of the signal
and background modelling uncertainties is correlated between the e+jets and µ+jets channels for the
relevant signal or background process. The experimental systematics are explained in Section 8.5.2.
Each experimental uncertainty is correlated between the channels and also between signal and simulated
backgrounds.

The effect of systematic uncertainties are summarised in the next Section where the result of the cross
section measurements are given (Section 8.6).

8.5.1 Modelling Uncertainties

The alternative MC samples used to estimate the signal or background modelling uncertainties which
are described in this section are listed in Appendix C.2.2 as well, and their production detail are given
in Section 5.2.

Signal Modelling

The uncertainties of modelling of the signal process in MC simulations affect both the normalisation
and the shape of the ELD distribution. The effect on the normalisation is through the correction factor
C (Equations 6.4 and 6.12).

• The effect of the choices of renormalisation scale (µR) and factorisation scale (µF) is evaluated
by varying the scales up and down by a factor of two with respect to the nominal value. The
scales are varied either one by one or spontaneously, resulting in eight variations in total, which
are carried on in terms of event weights. The largest variations on C or ELD shapes with respect
to the nominal are taken as the uncertainty.

• The uncertainty due to the modelling of parton shower and hadronisation is evaluated by compar-
ing an alternative signal sample produced with MadGraph and interfaced with Herwig, with the
nominal signal sample which is produced with MadGraph and interfaced with Pythia.

• To evaluate the uncertainty due to the modelling of initial- and final-state radiations, the nominal
sample is compared with two alternative samples produced by varying the tune parameters of
Pythia (A14 var3c eigentune), corresponding to higher and lower QCD radiation activity.
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• Evaluation of uncertainties due to the modelling of PDF makes use of the 100 eigenvector set of
the NNPDF2.3LO set which are stored in the signal sample in terms of event weights. The standard
deviation of the distribution formed by the 100 eigenvectors is considered as the uncertainty.

Background Modelling

• The normalisation of hadronic-fake background is subject to the systematic uncertainties of SFh-fake

that are discussed in detail in Section 8.3. The shape uncertainty of the ELD distribution, as well
as for the distributions of the observables that are unfolded, are evaluated from tt̄ MC samples,
since the hadronic-fake background is dominated by the tt̄ process. This is done by comparing
the distributions extracted from the nominal tt̄ sample with those extracted from the alternative tt̄
samples described in Section 8.3.2.1.

• Evaluation of the systematic uncertainties of the normalisation of the electron-fake background
are fully explained in Section 8.4.1. Same as for the hadronic-fake background, the shape uncer-
tainties of this background are evaluated from tt̄ alternative MC samples, as this background is
also dominated by the tt̄ process.

• The uncertainty of fake-lepton background estimation due to different parametrisation choices
for the real and fake efficiencies used in the matrix method are described in Section 8.4.2. This
results to an uncertainty of around 50%, and since this background has a small contribution no
other systematic uncertainty is considered for it.

• The ELD shape uncertainties for the Wγ background is evaluated by varying the µR and µF scale
choices in the same way that is explained for the signal in Section 8.5.1. No shape uncertainty is
considered for the other prompt backgrounds, as their contributions are very small. The normal-
isation of the Wγ background is a free parameter in the fit but for the normalisation of each of the
other prompt backgrounds a 50% uncertainty is assigned.

8.5.2 Experimental Uncertainties

The experimental systematic uncertainties affect the normalisation and the shape of the signal and the
MC-derived backgrounds. For the backgrounds that are normalised to data by using the data-driven scale
factors (i.e. hadronic-fake and electron-fake backgrounds), only the effect on the shape is considered.

The sources of the experimental systematic uncertainties and the methods for their estimation are
very similar to what already described in Section 7.5.2 for the 8 TeV analysis. In the case of leptons,
b-tagging, and missing transverse momentum nothing is changed. This is also the case for the jets,
except that in the 13 TeV analysis the systematic uncertainty contribution from JVF cut is replaced by
the contribution from JVT cut, but the method for its estimation is the same. In the following, the
systematic uncertainties related to photons, pile-up and luminosity are outlined, as there are differences
with respect to Section 7.5.2.

Photons

The photon identification and isolation scale factors and the corrections to its momentum scale and
resolution are varied up and down and their effects on the final result are studied.

The PPT systematic uncertainty is studied separately for the prompt, electron-fake, and hadronic-fake
photons, in photon pT-η bins.
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The dedicated data-driven PPT scale factors for the prompt photons, explained in Section 8.2.1.1, are
removed and the resulting shape difference with respect to the nominal case (i.e. when the scale factors
are applied) is assign as the systematic uncertainty for the PPT modelling of prompt photons. The
same systematic uncertainty is also assigned for the electron-fake photons, since the studies showed the
electron-fake photons have a similar PPT shape as the prompt photons, and a similar shape difference
between data and MC.

For the PPT modelling uncertainty of the hadronic-fake photons, the control region C from Sec-
tion 8.3.1 is used. The tt̄γ contamination in this control region is varied up and down by 50% and
the resulting maximum shape difference between data and prediction is used for the systematic uncer-
tainty estimation of the PPT modelling of the hadronic-fake photons. However, since the hadronic-fake
photons in region C are non-isolated while those in the signal region are isolated, the shape difference
between data and prediction in the control region A from Section 8.3.1 is assigned as an additional
systematic for the PPT modelling of hadronic-fake photons.

Pile-up

The uncertainty due to the pile-up modelling is studied by varying the pile-up re-weighting parameter,
µ, from its nominal value 1.09 to 1.0 or 1.18.

Luminosity

The uncertainty of the total integrated luminosity is 2.1%, provided centrally by ATLAS using a meth-
odology similar to what is described in Ref. [51].

8.6 Results

The inclusive fiducial cross section of pp→ tt̄γ production at a centre-of-mass-energy of
√

s = 13 TeV
is measured for the single-lepton decay channel by performing a maximum-likelihood fit to the binned
ELD distribution in data. The post-fit event yields are summarised in Table 8.7, and the post-fit ELD
distribution can be seen in Figure 8.10(b).

tt̄γ Hadronic-fake Electron-fake Wγ Other prompts Fake lepton Total expectation Data

7040±350 1470±180 1620±160 900±370 570±180 186±68 11790±180 11662

Table 8.7: The post-fit event yields for the signal and backgrounds for the inclusive fiducial tt̄γ cross-section
measurement at 13 TeV [9]. The uncertainties include the statistical and systematic uncertainties.

The measured inclusive cross section in the fiducial region in the single-lepton channel is [9]:

σ
f id
tt̄γ,sl = 521 ± 9 (stat.) ± 41 (sys.) fb = 521 ± 42 fb ,

which is in agreement with the SM prediction at NLO accuracy of 495 ± 99 fb (see Section 8.2.5).
The achived total uncertainty of 8% is an improvement in accuracy with respect to the result of the
measurement at 8 TeV (Section 7.6). A summary of the effect of all systematic uncertainties (introduce
in Section 8.5) on the inclusive measurement is shown in Table 8.8.

137



Chapter 8 Cross-Section Measurement of tt̄γ at 13 TeV

ttγ 7040,00
Electron-fake	photon 1620,00
Hadronic-fake	photon 1470,00
Wγ 900,00
Other	prompt	photon 570,00
Fake	lepton 186,00
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(a) A pie chart of the post-fit event yields for the
inclusive fiducial tt̄γ cross-section measurement at
13 TeV.
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Figure 8.10

Source Relative uncertainty (%)
Jets ± 5.4
Background modelling ± 4.8
Prompt-photon tagger ± 4.0
Luminosity ± 2.3
Pile-up ± 2.0
MC sample size ± 1.9
Signal modelling ± 1.6
Photon ± 1.1
b-tagging ± 0.9
Leptons ± 0.3
Systematic uncertainty ± 7.9
Statistical uncertainty ± 1.5
Total uncertainty ± 8.1

Table 8.8: Summary of the effects of the groups of systematic uncertainties on the inclusive fiducial tt̄γ cross-
section measurement at 13 TeV.
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The normalised differential cross sections measured in the fiducial region as a function of photon pT,
photon η and ∆R(γ, lepton) are shown in Figure 8.11. They are compared with the nominal tt̄γ signal
sample produced with MadGraph +Pythia, as well as with the alternative signal samples produced with
Pythia A14 tune parameters varied up and down, and with Herwig replacing Pythia. The tt̄γ samples
are normalised to the NLO prediction by using the k-factor. Also, a comparison with the nominal tt̄
sample produced with Powheg +Pythia is included, where the radiation of prompt photons is modelled
in the parton shower. The different tt̄γ samples all predict very similar shapes. The unfolded data is in
good agreement with the predictions by the tt̄γ samples.
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Figure 8.11: Measured normalised tt̄γ differential fiducial cross section at 13 TeV as a function of (a) photon pT,
(b) photon η and (c) ∆R(γ, lepton), compared with their corresponding SM predictions at NLO by using different
tt̄γ MC samples, as well as a tt̄ MC sample with prompt-photon radiation modelled in the parton shower. In each
plot the top ratio panel shows the ratios of all the samples over data, and the bottom ratio panel shows that ratios
of the alternative tt̄γ samples and the tt̄ sample over the nominal tt̄γ sample. [9]
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CHAPTER 9

Summary and Conclusion

The cross-section measurement of production of a top-quark pair in association with a photon (tt̄γ)
probes the top-photon coupling.

The tt̄γ production cross section is measured using 20.2 fb−1 of data from proton-proton collisions at√
s = 8 TeV, and 36.1 fb−1 of data from collisions at

√
s = 13 TeV, collected by the ATLAS detector

at the LHC. The measurements are performed inclusively and differentially, in specific fiducial phase
spaces. The cross sections are measured for the single-lepton decay channel of tt̄γ, where the final state
includes exactly one electron or muon, including those that are decayed from a τ-lepton.

In the first measurement (the 8 TeV analysis), the inclusive and differential fiducial cross sections are
extracted from maximum-likelihood fits to the photon isolation distribution of the observed data. Ex-
ploiting the tracking-based isolation of photons pcone20

T , three different templates are built: a template
for the hadronic-fake photons, which are jets mis-reconstructed as photons or non-prompt photons ori-
ginated from hadrons within the jets; a template for the electron-fake photons, which are electrons that
are misidentified as photons; and a template for prompt photons. The prompt-photon template describes
the shape of signal events and the background events with a prompt photon, and the hadronic-fake and
electron-fake templates describe the background events containing a hadronic-fake or an electron-fake
photon candidate. The normalisations of the backgrounds are estimated from data-driven methods or
MC simulations, except for the hadronic-fake background which is treated as a free parameter in the
fit. The differential cross sections are measured as a function of photon pT and photon η, using the
bin-by-bin unfolding approach. All measured cross sections are found to be in agreement with their
NLO theoretical prediction.

For the second measurement (the 13 TeV analysis), the analysis strategy has significantly changed by
taking advantage of MVA techniques. The inclusive fiducial cross section is extracted from a maximum-
likelihood fit to the output of a NN that is trained to discriminate between the signal and background
events. This NN algorithm, called ELD, has different inputs related to the kinematic and topological
properties of the selected events. Also, a dedicated NN called PPT that is trained to discriminate between
prompt and hadronic-fake photons serves as an input for ELD. The normalised differential fiducial cross
sections are measured as a function of photon pT, photon η, and ∆R(γ, lepton), without performing a
maximum-likelihood fit. For the unfolding, the iterative Bayesian method is used. The estimation of the
hadronic-fake background is carried out by a different and more sophisticated data-driven method. The
other backgrounds are estimated from data or MC simulations with more or less the same methods as
the previous analysis, except for the Wγ background which is treated as a free parameter in the fit. All
the results agree with the NLO theoretical predictions.

Figure 9.1 summarises the result of these two measurements, as well as a previous measurement
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performed by ATLAS at
√

s = 7 TeV [45]. In this Figure, the measured inclusive fiducial cross sections
in the single-lepton channel (σ f id

tt̄γ,sl) are compared to the SM predictions at NLO accuracy. It can be seen
that in each analysis, the accuracy of the measurement is increased with respect to the previous one. The
total uncertainty of σ f id

tt̄γ,sl measured at
√

s = 8 TeV is 13%, where the statistical uncertainty accounts
for 5%. The uncertainty of this measurement is dominated by the systematic uncertainties due to the
hadronic-fake template and the electron-fake background estimation and template. The total uncertainty
of σ f id

tt̄γ,sl measured at
√

s = 13 TeV is reduced to 8%, with the statistical uncertainty accounting for only
1.5%. The dominant uncertainty in this measurement is the systematic uncertainty stemming from jets.
This is followed by the background modelling systematic uncertainties, and then the PPT systematic
uncertainties. The individual systematic uncertainty contributions from the hadronic-fake and electron-
fake backgrounds, which are components of the background modelling uncertainty group, are reduced
comparing to the previous analysis. The NLO theory predictions in Figure 9.1 are affected by the
uncertainties of the k-factors used to normalised the LO predictions to NLO. In the 13 TeV analysis, the
uncertainty of the k-factor is increased to 20%, comparing to the 15% uncertainty in the 8 TeV analysis.
This is due to the extra contributions to the k-factor uncertainty from the LO calculation at the particle
level.

0.5 1 1.5

,slγtt
SMσ/

,slγtt
fidσ

Theory (NLO)

Stat.

Total

­1 = 13 TeV, 36.1 fbs
EPJC 79 (2019) 382

­1 = 8 TeV, 20.2 fbs
JHEP 11 (2017) 086

­1 = 7 TeV, 4.59 fbs
PRD 91 (2015) 072007

Figure 9.1: Summary of fiducial measurements of the tt̄γ cross sections in the single-lepton channel by ATLAS at√
s = 7 TeV [45],

√
s = 8 TeV [8], and

√
s = 13 TeV [9], normalised to the SM predictions at the NLO accuracy.

The latter two measurements are presented in this thesis.

The accuracy of the results can be improved in the future tt̄γ analyses by performing the analysis in
the dilepton channel with one electron and one muon in the final state, the eµ channel. This will reduce
the background modelling uncertainty, since the eµ channel is expected to have very small background
contribution. The tt̄γ cross section measurement in the dilepton channel has already been reported in
Ref. [9], in all three possible final states of the dilepton channel, ee, µµ, and eµ. With more data that has
become available from run-2, a measurement only in the eµ channel would not suffer from statistical
uncertainty. The PPT is very powerful in discriminating the prompt and hadronic-fake photons, however
its assigned conservative uncertainties can be revised with more studies. Another possible change could
be that the shower-shape variables of the photons in the selected events directly be used as inputs in
the ELD. Also, future analyses can focus on developing techniques to more efficiently distinguish the
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tt̄γ events where the photon is radiated from the top quark, rather than the top quark decay products
or incoming partons. The future analyses can greatly benefit from more precise theory predictions.
In future works, the results of tt̄γ measurements can be interpreted in the framework of effective field
theories to constrain the coefficients of the operators that affect the tt̄γ production via electroweak dipole
moments and chromomagnetic dipole moments [7]. In addition, the measurement of cross section ratio
σtt̄γ/σtt̄ can be included in the future analyses.
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APPENDIX A

Extra Material for the 8 TeV Analysis

A.1 Hadronic-fake Template

A.1.1 Hadronic-fake Template and the Jet Multiplicity

As shown in Section 7.3.2.1, the shape of the hadronic-fake template has a dependency on the number
of jets in the event. For this reason, events in the hadronic-fake enriched control region are required
to have at least four jets, to have the same topology as the signal events. However, the jet multiplicity
distributions in the control region and the signal region show some discrepancy, as can be seen from
Figure A.1. Therefore, a study is performed to check if it is needed to assign a systematic uncertainty
to cover any potential bias due to the extrapolation from a control region with a different topology than
the signal region.
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Figure A.1: The jet multiplicity distribution in the hadronic-fake enriched control region and the signal region.
The distributions are normalised to unity and the last bin contains the overflows.

The nominal hadronic-fake template, which is extracted requiring Njets ≥ 4, is compared to templates
extracted by varying the required Njets, with the aim of taking the shape differences as the systematic
uncertainty. This comparison is shown in Figure A.2. The total uncertainty of the nominal template in
Figure A.2, which includes the systematic uncertainties due to the prompt-photon contamination and
re-weighting, is shown by error bars. The shape difference of the modified and the nominal templates
is small and covered by the uncertainty band of the nominal template. Any additional systematic un-
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certainty due to the Njets is specially much smaller than the prompt-photon contamination systematic
uncertainty, so it will not affect the final result. As a result of this study, no additional systematic
uncertainty is considered.
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Figure A.2: The nominal hadronic-fake template, extracted by requiring Njets ≥ 4, and modified templates extrac-
ted by varying the required Njets. The distributions are normalised to unity and the last bin contains the overflows.
The uncertainty of nominal template includes all systematic uncertainties. The shape difference of each modified
template with respect to the nominal one are shown in the three lower panels.

A.1.2 Hadronic-fake Template Re-weighting Using More η Bins

As a cross check, the hadronic-fake template re-weighting process is repeated by increasing the number
of η bins in Equation 7.2 from two to seven. The seven photon η bins that are used here can be seen
in Figure 7.5(b), which are motivated by detector geometry. The resulted weighted template and the
nominal weighted template are compared in Figure A.3. No significant difference in the shape of the
templates can be seen. The only visible difference is the larger uncertainty for the template weighted by
seven bins, which is due to the larger statistical uncertainty when the tt̄γh-fake control region is divided
into finer bins.
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Figure A.3: Hadronic-fake templates for the inclusive measurement, weighted by using seven photon η bins (blue)
and two photon η bins (red), with the same number of photon pT bins. Distributions are normalised to unity and
their last bin contains the overflow.
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APPENDIX B

Extra Material for the 13 TeV Analysis

B.1 Hadronic-fake Background Estimation

B.1.1 Origin of Hadronic-fake Photons

In this appendix the studies on the origin of hadronic-fake photons in the four regions of A, B, C and D
(i.e. signal region) are presented.

Based on the yields from the MC samples, the dominant process that contribute to the hadronic-fake
background in all the four regions and in both e+jets and µ+jets channels is tt̄. The tt̄ contribution is
91%(87%) in region A, 85%(85%) in region B, 89%(89%) in region C and 91%(90%) in signal region in
the e+jets (µ+jets) channel. The second and third ranks switch between W+jets and single top processes
across the regions and channels, but with very small difference, and together their contributions are
7%(12%) in region A, 13%(13%) in region B, 9%(10%) in region C and 7%(9%) in signal region in the
e+jets (µ+jets) channel.

In Figures B.1 and B.2 the truth origin of hadronic-fake photons at the particle level (i.e. after sim-
ulation of hadronisation and showering processes and before adding the detector simulation) in all the
processes that contribute to the hadronic-fake background are shown for e+jets and µ+jets channels,
respectively, in the four regions. The truth photon origin information is extracted as explained in Sec-
tion 5.2.3. From these figures one can see that hadronic-fakes are dominantly originated from π0 decays,
with a smaller contribution coming from other light meson decays, and this is consistent across the four
regions and the two channels.

Another study is performed by using the truth information at the parton level (i.e. before simulation of
hadronisation and showering processes and before the detector simulation). The reconstructed hadronic-
fake photons in the four regions are matched to the partons within a ∆R < 0.2 distance. In this study,
only the tt̄ MC sample is used, as it is the dominant process. The results are shown in Figures B.3(a)
and B.3(b) for e+jets and µ+jets channels, respectively. The first bin in all plots ("non.") shows the
fraction of events where no parton matched to the hadronic-fake photon within ∆R < 0.2 is found,
therefore it contains the events where hadronic-fake photons are originated from extra gluon jets of the
QCD radiations1. In both channels and all four regions the dominant source of hadronic-fake photons
are the light quarks from W boson. However, in the non-isolated regions (region B and C) the percentage
of hadronic-fake photons originating from b quarks are higher than in the isolated regions (region A and
signal region).

1 The number of gluon initiated jets per event is not known here, since this study is done only using a parton-level information,
while the additional QCD radiations are simulated in later simulation levels.
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Figure B.1: Hadronic-fake photon truth origin according to the MCTruthClassifier package, in region (a) A,
(b) B, (c) C and (d) signal region, in the e+jets channel.
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Figure B.2: Hadronic-fake photon truth origin according to the MCTruthClassifier package, in region (a) A,
(b) B, (c) C and (d) signal region, in the µ+jets channel.

158



B.1 Hadronic-fake Background Estimation

non. b from top
light quarks from W

c-quark from W

e from W
 from W

µ  from W
τ

h-fake
reco

γParton matched to 

0

0.1

0.2

0.3

0.4

0.5

0.6

F
ra

ct
io

n 
of

 e
ve

nt
s

-1 = 13TeV, 36.1 fbs
e+jets channel
 MCtt

Region A
Region B
Region C
Signal region

(a)

non. b from top
light quarks from W

c-quark from W

e from W
 from W

µ  from W
τ

h-fake
reco

γParton matched to 

0

0.1

0.2

0.3

0.4

0.5

0.6

F
ra

ct
io

n 
of

 e
ve

nt
s

-1 = 13TeV, 36.1 fbs
+jets channelµ
 MCtt

Region A
Region B
Region C
Signal region

(b)

Figure B.3: Partons matched to a hadronic-fake photon in (a) e+jets and (b) µ+jets channel, using tt̄ simulated
sample. The first bin shows the fraction of events where no matched parton is found (within a ∆R < 0.2 distance),
therefore it includes the events with hadronic-fake photons originated from extra jets.

B.1.2 More Control Plots

In addition to Section 8.3.1.1, more control plots for regions A, B and C are shown in Figures B.4, B.5
and B.6, respectively.
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Figure B.4: More plots of region A in single-lepton channel, where photons are isolated and identified as
fail-Tight. In each plot, the dashed area shows the total uncertainty of the total expectation while the solid
band in the ratio panel shows the statistical uncertainty of the total expectation.
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Figure B.5: More plots of region B in single-lepton channel, where photons are identified as fail-Tight as well
being non-isolated. In each plot, the dashed area shows the total uncertainty of the total expectation while the
solid band in the ratio panel shows the statistical uncertainty of the total expectation.
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Figure B.6: More plots of region C in single-lepton channel, where photons are non-isolated and identified as
Tight. In each plot, the dashed area shows the total uncertainty of the total expectation while the solid band in
the ratio panel shows the statistical uncertainty of the total expectation.
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B.1.3 More on MC-based Double Ratio

The θMC measured only as a function of photon pT or photon η or photon conversion status are shown in
Figure B.7. Figures B.8 and B.9 show the θMC measured separately for the converted and unconverted
photons, respectively, as a function of photon pT or photon η. They are all also summarised in Table B.1,
together with the inclusive measured θMC for comparison.
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Figure B.7: The MC-based double ratio θMC measured for all photons as function of (a) photon pT , (b) photon
η and (c) photon conversion status, from nominal MC and alternative MC samples that are used for systematic
uncertainty evaluation. The error bars show the statistical uncertainties.
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Figure B.8: The MC-based double ratio θMC measured for converted photons as function of (a) photon pT and (b)
photon η, from nominal MC and alternative MC samples that are used for systematic uncertainty evaluation. The
error bars show the statistical uncertainties.
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Figure B.9: The MC-based double ratio θMC measured for unconverted photons as function of (a) photon pT and
(b) photon η, from nominal MC and alternative MC samples that are used for systematic uncertainty evaluation.
The error bars show the statistical uncertainties.
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Photon
Photon pT [GeV] Photon η

θMC ± Total Stat. Syst. uncertainty
conversion status uncertainty uncertainty rad.-up rad.-down Gen. & PS

All

Inclusive Inclusive 1.44 ± 0.24 ±0.06 +0.08 -0.03 ±0.22
20 − 30

Inclusive
1.29 ± 0.31 ±0.08 -0.06 -0.19 ±0.23

30 − 50 1.33 ± 0.21 ±0.10 +0.05 -0.12 ±0.15
> 50 1.80 ± 0.62 ±0.11 +0.35 -0.51 ±0.34

Inclusive
|η| < 0.60 1.35 ± 0.12 ±0.10 +0.00 -0.07 ±0.01
0.60 < |η| < 1.37 1.25 ± 0.40 ±0.07 -0.02 -0.05 ±0.39
1.52 < |η| < 2.37 1.85 ± 0.44 ±0.14 +0.40 -0.18 ±0.11

Converted

Inclusive Inclusive 1.51 ± 0.48 ±0.08 +0.20 -0.14 ±0.43
20 − 30

Inclusive
1.24 ± 0.40 ±0.10 +0.00 -0.36 ±0.15

30 − 50 1.45 ± 0.71 ±0.17 +0.04 -0.32 ±0.60
> 50 1.88 ± 0.90 ±0.14 +0.70 -0.61 ±0.54

Inclusive
|η| < 0.60 1.45 ± 0.47 ±0.17 +0.25 -0.17 ±0.36
0.60 < |η| < 1.37 1.34 ± 0.57 ±0.08 +0.12 -0.06 ±0.55
1.52 < |η| < 2.37 1.92 ± 0.50 ±0.19 +0.39 -0.38 ±0.24

Unconverted

Inclusive Inclusive 1.24 ± 0.13 ±0.07 -0.06 -0.11 ±0.02
20 − 30

Inclusive
1.26 ± 0.34 ±0.12 -0.11 -0.06 ±0.30

30 − 50 1.12 ± 0.30 ±0.10 -0.01 -0.14 ±0.25
> 50 1.45 ± 0.42 ±0.15 -0.07 -0.31 ±0.25

Inclusive
|η| < 0.60 1.17 ± 0.28 ±0.11 -0.15 -0.00 ±0.21
0.60 < |η| < 1.37 1.20 ± 0.15 ±0.07 -0.12 -0.07 ±0.06
1.52 < |η| < 2.37 1.45 ± 0.55 ±0.17 +0.44 -0.45 ±0.28

Table B.1: The MC-based double ratio θMC, measured for inclusive, 1-dimensional and 2-dimensional bins of
photon pT, η and conversion status, together with a break down of the uncertainties. The tt̄ modelling uncertainty
on hard scattering and parton shower and hadronisation denoted by Gen. & PS. The uncertainty on tt̄ modelling
due to scale choices and the modelling of ISR and FSR are denoted by rad.-up/-down. Note that inclusive pT
means pT > 20 and inclusive η is in fact |η| < 2.37.

B.1.4 Data-Driven Double Ratio

If the double ratio in Equation 8.7 could be directly calculated from data, it will not be subject to
modelling uncertainties as in the case of θMC. Obviously one can not use the same A, B, C and D
regions in data in Equation 8.7 to calculate the double ratio from data, as the number of hadronic-fakes
in region D (i.e. signal region) in data is the unknown that is being estimated from the ABCD method
itself. However, an equivalent double ratio, θ′d.d., can be calculated from four new control regions in
data, A′, B′, C′ and D′, corresponding to new definitions of isolated and non-isolated photons but same
Tight and fail-Tight photon identification. These new regions are derived by splitting regions B and
C, after reducing the isolation gap 2. Figure B.10 illustrate the new A′, B′, C′ and D′ regions and the
original A, B, C, and D regions.

Then, the data-driven double ratio is calculated as:

θ′d.d. =

Nh-fake
D′ ,data/Nh-fake

C′ ,data

Nh-fake
A′ ,data/Nh-fake

B′ ,data

, (B.1)

where the non-hadronic-fake and the fake lepton backgrounds are subtracted from data same as in
Equation 8.6.

To define the new regions, the photon pcone20
T distributions of regions B and C before applying the

2 Isolation gap refers to the requirement pcone20
T > 3 GeV for the photons in control regions B and C, applied to reduce the

contamination from prompt photons. See Section 8.3.1.
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Figure B.10: An illustration of the regions A′, B′, C′ and D′ used for calculation of θ′d.d., which are derived from
dividing regions B and C after removal of the isolation gap.

isolation gap, shown in Figure 8.3, are used. Using these distributions, events are divided into low and
high pcone20

T regions, corresponding to new categories of isolated and non-isolated photons. Splitting
the distribution in Figure 8.3(a) gives regions A′ and B′, and the distribution in Figure 8.3(b) is used to
obtain regions D′ and C′.

Based on the photon pcone20
T value at which the distributions are split, and how far the isolation gap is

reduced, different boundaries defining the new regions are checked. The lower boundaries of region A′

and region D′ are varied by using three different requirement on minimum photon pcone20
T , at 1, 2 and

3 GeV. The upper boundaries of region A′ and region D′, which coincide with the lower boundaries
of region B′ and region C′ respectively, are varied by placing nine different requirements on maximum
pcone20

T , at 7, 8, 9, 10, 11, 12, 13 , 14 and 15 GeV. Regions B′ and C′ do not have an upper boundary.
The resulting θ′d.d. for these different choices of the control region pcone20

T boundaries are shown in
Figure B.11 for inclusive photons and as a function of photon conversion status, in Figures B.12 as a
function of photon pT and in Figure B.13 as a function of photon η. In all above figures the θ′d.d. is
compared to the equivalent MC-based double ratio θ′MC, which is calculated from same A′, B′, C′ and
D′ regions, only by replacing the data in Equation B.1 by MC. The comparison is shown separately for
when only the statistical uncertainties are considered and whith the total uncertainties (i.e. including
systematic uncertainties). The systematic uncertainty of θ′d.d. is due to the subtraction of non-hadronic-
fake and fake lepton backgrounds from data (see Section 8.3.1) and the systematic uncertainty of θ′MC
comes from the tt̄ MC sample modelling (see Section 8.3.2.1). It can be seen that within the total
uncertainties, the θ′d.d. and the equivalent θ′MC agree.

As can be seen from Figures B.11, B.12, and B.13, the measured θ′d.d. is not distributed flat against
the different choices of boundaries for the control regions. The value of θ′d.d. which is supposed to
quantify the photon isolation-identification correlation depends on the definition of the control regions
used for its calculation. Therefore, the nominal θ′d.d. is calculated from 1 < pcone20

T < 12 GeV as A′

and D′ boundaries and pcone20
T > 12 GeV as B′ and C′ boundaries, and then the difference of minimum

and maximum of θ′d.d. in the 27 different choices of region definitions is taken as an extra systematic
uncertainty.

As a cross check to the benchmark method of Equation 8.8, the number of hadronic-fake in signal
region is estimated by using θ′d.d. as the correction factor:

Nh-fake
est. =

Nh-fake
A, data . Nh-fake

C,data

Nh-fake
B,data

× θ′d.d. . (B.2)

and then the SFh-fake is calculated from Equation 8.9. The resulting SFh-fake using θ′d.d. is compared
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Figure B.11: The θ′d.d. for different choices of A′, B′, C′ and D′ regions, for (a) all, (b) converted and (c) uncon-
verted photons, compared to MC. The x axis shows the lower and upper pcone20

T boundaries of regions A′ and D′

in GeV. The lower pcone20
T boundaries of regions B′ and C′ coincide with the upper boundaries of regions A′ and

D′ and they go up to infinity. The left column shows only the statistical uncertainties and the right column shows
the total uncertainties.
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Figure B.12: The θ′d.d. for different choices of A′, B′, C′ and D′ regions, in three different photon pT slices,
compared to MC. The x axis shows the lower and upper pcone20

T boundaries of regions A′ and D′ in GeV. The
lower pcone20

T boundaries of regions B′ and C′ coincide with the upper boundaries of regions A′ and D′ and they
go up to infinity. The left column shows only the statistical uncertainties and the right column shows the total
uncertainties.
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(c)

Figure B.13: The θ′d.d. for different choices of A′, B′, C′ and D′ regions, in three different photon η slices, compared
to MC. The x axis shows the lower and upper pcone20

T boundaries of regions A′ and D′ in GeV. The lower pcone20
T

boundaries of regions B′ and C′ coincide with the upper boundaries of regions A′ and D′ and they go up to infinity.
The left column shows only the statistical uncertainties and the right column shows the total uncertainties.
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with the calculated baseline SFh-fake using θMC in Figure B.14.
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Figure B.14: The SFh-fake calculated by using θ′d.d. (cross-check method) compared to SFh-fake calculated by using
θMC (baseline method), in different photon pT or photon η slices and inclusively. The thin error bars show the total
uncertainty and the thick error bars show only the statistical uncertainty.

The result of two methods agree within the uncertainties. However, the θMC is chosen as the baseline
method, for several reasons: (1) Extending the A′ and D′ regions to the low isolation values (pcone20

T >

1 GeV) is needed to make a fair extrapolation of isolated versus non-isolated regions (A′ and D′ versus
B′ and C′) but in the other hand it introduces prompt photon contamination. (2) In the final fit the
systematic uncertainties due to background subtraction in θ′d.d. and in Nh-fake

est. must be correlated and this
is technically difficult.
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APPENDIX C

List of Monte Carlo Samples

In the tables that follow, DSID is the unique data-set identification number used internally in the ATLAS
community.

C.1 Monte Carlo Samples Used in the 8 TeV Analysis

C.1.1 Nominal Samples

DSID Description
ME gen.

had. & part. show.
Settings σLO [pb] NLO k-factor

117478 tt̄γ non-all-had.
MadGraph5_aMC@NLO v2.1.0

Pythia v6.427
µR = µF = 2×mtop

Perugia2011C CTEQ6L1(LO)
1.1907 1.895

Table C.1: Baseline tt̄γ sample used in the 8 TeV analysis.

DSID Description
ME gen.

had. & part. show.
Settings

110404 tt̄ non-all-had.
Powheg-Box v1.0

Pythia v6.427
CT10(NLO)

Perugia2011C CTEQ6L1(LO) hdamp = mtop

Table C.2: Baseline tt̄ samples used in the 8 TeV analysis.

DSID Description
ME gen.

had. & part. show.
Settings

110090 single-top (t-chan., top, lept.)
Powheg-Box v1.0

Pythia v6.427
CT104fs

Perugia2011C CTEQ6L1(LO)

110091 single-top (t-chan., antitop, lept.)
Powheg-Box v1.0

Pythia v6.427
CT104fs

Perugia2011C CTEQ6L1(LO)

110140 single-top (Wt-chan., incl.)
Powheg-Box v1.0

Pythia v6.426
CT10(NLO)

Perugia2011C CTEQ6L1(LO)

110119 single-top (s-chan., lept.)
Powheg-Box v1.0

Pythia v6.427
CT10(NLO)

Perugia2011C CTEQ6L1(LO)

Table C.3: Baseline single top samples used in the 8 TeV analysis.
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DSID Description
ME gen.

had. & part. show.
Settings

126739 eνγ pγT > 10 GeV Sherpa v1.4.0 CT10(NLO)

126742 νµγ pγT > 10 GeV Sherpa v1.4.0 CT10(NLO)

126856 τνγ pγT > 10 GeV Sherpa v1.4.0 CT10(NLO)

Table C.4: Baseline Wγ samples used in the 8 TeV analysis.

DSID Description
ME gen.

had. & part. show.
Settings

145161 eeγ pγT > 10 GeV Sherpa v1.4.0 CT10(NLO)

145162 µµγ pγT > 10 GeV Sherpa v1.4.0 CT10(NLO)

126854 ττγ pγT > 10 GeV Sherpa v1.4.0 CT10(NLO)

Table C.5: Baseline Zγ samples used in the 8 TeV analysis.

DSID Description
ME gen.

had. & part. show.
Settings

107100 WW (lν lν) Np0
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

107101 WW (lν lν) Np1
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

107102 WW (lν lν) Np2
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

107103 WW (lν lν) Np3
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

107104 WZ (incl. ll) Np0
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

107105 WZ (incl. ll) Np1
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

107106 WZ (incl. ll) Np2
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

107107 WZ (incl. ll) Np3
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

107108 ZZ (incl. ll) Np0
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

107109 ZZ (incl. ll) Np1
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

107110 ZZ (incl. ll) Np2
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

107111 ZZ (incl. ll) Np3
Alpgen v2.14

Herwig v6.520/Jimmy v4.31
CTEQ6L1
AUET2

Table C.6: Baseline diboson samples used in the 8 TeV analysis.

C.1.2 Samples for Estimation of Systematic Uncertainties
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C.2 Monte Carlo Samples Used in the 13 TeV Analysis

DSID Description
ME gen.

had. & part. show.
Settings

117980 tt̄γ scale variation
MadGraph5_aMC@NLO v2.1.0

Pythia v6.427
µR = µF = mtop

Perugia2011C CTEQ6L1(LO)

117981 tt̄γ scale variation
MadGraph5_aMC@NLO v2.1.0

Pythia v6.427
µR = µF = 4×mtop

Perugia2011C CTEQ6L1(LO)

117480 tt̄γ ISR/FSR high
MadGraph5_aMC@NLO v2.1.0

Pythia v6.427
CTEQ6L1(LO)

Perugia2011C radHi

117481 tt̄γ ISR/FSR low
MadGraph5_aMC@NLO v2.1.0

Pythia v6.427
CTEQ6L1(LO)

Perugia2011C radLo

117482 tt̄γ had. & part. show. variation
MadGraph5_aMC@NLO v2.1.0

Herwig v6.520
CTEQ6L1

Perugia2011C

Table C.7: Alternative tt̄γ samples used in the 8 TeV analysis for estimation of systematic uncertainties.

DSID Description
ME gen.

had. & part. show.
Settings

146430 Wγ Np0
Alpgen v2.14
Pythia v6.426

CTEQ6L1
AUET2

146431 Wγ Np1
Alpgen v2.14
Pythia v6.426

CTEQ6L1
AUET2

146432 Wγ Np2
Alpgen v2.14
Pythia v6.426

CTEQ6L1
AUET2

146433 Wγ Np3
Alpgen v2.14
Pythia v6.426

CTEQ6L1
AUET2

146434 Wγ Np4
Alpgen v2.14
Pythia v6.426

CTEQ6L1
AUET2

146435 Wγ Np5
Alpgen v2.14
Pythia v6.426

CTEQ6L1
AUET2

Table C.8: Alternative Wγ samples used in the 8 TeV analysis for estimation of systematic uncertainties.

C.1.3 Other Samples

DSID Description
ME gen.

had. & part. show.
Settings

129160 di-jet pT(jet) > 17 GeV Pythia
CTEQ6L1
AU2

Table C.9: Di-jet sample used for study of prompt-photon contamination in hadronic-fake templates (Sec-
tion 7.3.2.4) in the 8 TeV analysis.

C.2 Monte Carlo Samples Used in the 13 TeV Analysis

C.2.1 Nominal Samples
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Appendix C List of Monte Carlo Samples

DSID Description
ME gen.

had. & part. show.
Settings σLO [pb] NLO k-factor

410389 tt̄γ non-all-had.
MadGraph5_aMC@NLO v2.33

Pythia v8.212
dynamic µR and µF
A14 NNPDF2.3LO

4.623 1.3

Table C.10: Baseline tt̄γ sample used in the 13 TeV analysis.

DSID Description
ME gen.

had. & part. show.
Settings

410501 tt̄ non-all-had.
Powheg-Box v2
Pythia v8.210

NNPDF3.0NLO
NNPDF2.3LO A14 hdamp = 1.5×mtop

Table C.11: Baseline tt̄ samples used in the 13 TeV analysis.

DSID Description
ME gen.

had. & part. show.
Settings

410011 single-top (t-chan., top, lept.)
Powheg-Box v1
Pythia v6.428

CT104fs
Perugia2012 CTEQ6L1

410012 single-top (t-chan., antitop, lept.)
Powheg-Box v1
Pythia v6.428

CT104fs
Perugia2012 CTEQ6L1

410013 single-top (Wt-chan., top, incl.)
Powheg-Box v1
Pythia v6.428

CT10(NLO)
Perugia2012 CTEQ6L1

410014 single-top (Wt-chan., antitop, incl.)
Powheg-Box v1
Pythia v6.428

CT10(NLO)
Perugia2012 CTEQ6L1

410025 single-top (s-chan., top, non-all-had.)
Powheg-Box v1
Pythia v6.428

CT10(NLO)
Perugia2012 CTEQ6L1

410026 single-top (s-chan., antitop, non-all-had.)
Powheg-Box v1
Pythia v6.428

CT10(NLO)
Perugia2012 CTEQ6L1

Table C.12: Baseline single top samples used in the 13 TeV analysis.

DSID Description
ME gen.

had. & part. show.
Settings

361063 ZZ (ll ll) Sherpa v2.1 CT10(NLO)

361064 W−Z (l−ν ll) same flavour leptons Sherpa v2.1 CT10(NLO)

361065 W−Z (l−ν ll) different flavour leptons Sherpa v2.1 CT10(NLO)

361066 W+Z (l+ν ll) same flavour leptons Sherpa v2.1 CT10(NLO)

361067 W+Z (l+ν ll) different flavour leptons Sherpa v2.1 CT10(NLO)

361068 WW (lν lν) Sherpa v2.1 CT10(NLO)

361070 WW (lν lν + j j) same sign leptons Sherpa v2.1 CT10(NLO)

361071 WW (lν lν + j j) Sherpa v2.1 CT10(NLO)

361072 ZZ (ll ll + j j) Sherpa v2.1 CT10(NLO)

361077 WW (gg→ lν lν) Sherpa v2.1 CT10(NLO)

361091 WW (W+ → l+ν W− → qq) Sherpa v2.1 CT10(NLO)

361092 WW (W+ → qq W− → l−ν) Sherpa v2.1 CT10(NLO)

361093 WZ (lν qq) Sherpa v2.1 CT10(NLO)

361094 WZ (qq ll) Sherpa v2.1 CT10(NLO)

361095 WZ (qq νν) Sherpa v2.1 CT10(NLO)

361096 ZZ (qq ll) Sherpa v2.1 CT10(NLO)

361097 ZZ (qq νν) Sherpa v2.1 CT10(NLO)

Table C.13: Baseline diboson samples used in the 13 TeV analysis.
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C.2 Monte Carlo Samples Used in the 13 TeV Analysis

DSID Description
ME gen.

had. & part. show.
Settings

364500 eeγ 7 < pγT < 15 GeV Sherpa v2.2.2 NNPDF3.0NLO

364501 eeγ 15 < pγT < 35 GeV Sherpa v2.2.2 NNPDF3.0NLO

364502 eeγ 35 < pγT < 70 GeV Sherpa v2.2.2 NNPDF3.0NLO

364503 eeγ 70 < pγT < 140 GeV Sherpa v2.2.2 NNPDF3.0NLO

364504 eeγ pγT > 140 GeV Sherpa v2.2.2 NNPDF3.0NLO

364505 µµγ 7 < pγT < 15 GeV Sherpa v2.2.2 NNPDF3.0NLO

364506 µµγ 15 < pγT < 35 GeV Sherpa v2.2.2 NNPDF3.0NLO

364507 µµγ 35 < pγT < 70 GeV Sherpa v2.2.2 NNPDF3.0NLO

364508 µµγ 70 < pγT < 140 GeV Sherpa v2.2.2 NNPDF3.0NLO

364509 µµγ pγT > 140 GeV Sherpa v2.2.2 NNPDF3.0NLO

364510 ττγ 7 < pγT < 15 GeV Sherpa v2.2.2 NNPDF3.0NLO

364511 ττγ 15 < pγT < 35 GeV Sherpa v2.2.2 NNPDF3.0NLO

364512 ττγ 35 < pγT < 70 GeV Sherpa v2.2.2 NNPDF3.0NLO

364514 ττγ pγT > 140 GeV Sherpa v2.2.2 NNPDF3.0NLO

Table C.14: Baseline Zγ samples used in the 13 TeV analysis.

DSID Description
ME gen.

had. & part. show.
Settings

364521 eνγ 7 < pγT < 15 GeV Sherpa v2.2.2 NNPDF3.0NLO

364522 eνγ 15 < pγT < 35 GeV Sherpa v2.2.2 NNPDF3.0NLO

364523 eνγ 35 < pγT < 70 GeV Sherpa v2.2.2 NNPDF3.0NLO

364524 eνγ 70 < pγT < 140 GeV Sherpa v2.2.2 NNPDF3.0NLO

364525 eνγ pγT > 140 GeV Sherpa v2.2.2 NNPDF3.0NLO

364526 µνγ 7 < pγT < 15 GeV Sherpa v2.2.2 NNPDF3.0NLO

364527 µνγ 15 < pγT < 35 GeV Sherpa v2.2.2 NNPDF3.0NLO

364528 µνγ 35 < pγT < 70 GeV Sherpa v2.2.2 NNPDF3.0NLO

364529 µνγ 70 < pγT < 140 GeV Sherpa v2.2.2 NNPDF3.0NLO

364530 µνγ pγT > 140 GeV Sherpa v2.2.2 NNPDF3.0NLO

364531 τνγ 7 < pγT < 15 GeV Sherpa v2.2.2 NNPDF3.0NLO

364532 τνγ 15 < pγT < 35 GeV Sherpa v2.2.2 NNPDF3.0NLO

364533 τνγ 35 < pγT < 70 GeV Sherpa v2.2.2 NNPDF3.0NLO

364534 τνγ 70 < pγT < 140 GeV Sherpa v2.2.2 NNPDF3.0NLO

364535 τνγ pγT > 140 GeV Sherpa v2.2.2 NNPDF3.0NLO

Table C.15: Baseline Wγ samples used in the 13 TeV analysis.
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Appendix C List of Monte Carlo Samples

DSID Description
ME gen.

had. & part. show.
Settings

364100 µµ max(HT , pZ
T) < 70 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364101 µµ max(HT , pZ
T) < 70 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364102 µµ max(HT , pZ
T) < 70 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364103 µµ 70 < max(HT , pZ
T) < 140 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364104 µµ 70 < max(HT , pZ
T) < 140 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364105 µµ 70 < max(HT , pZ
T) < 140 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364106 µµ 140 < max(HT , pZ
T) < 280 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364107 µµ 140 < max(HT , pZ
T) < 280 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364108 µµ 140 < max(HT , pZ
T) < 280 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364109 µµ 280 < max(HT , pZ
T) < 500 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364110 µµ 280 < max(HT , pZ
T) < 500 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364111 µµ 280 < max(HT , pZ
T) < 500 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364112 µµ 500 < max(HT , pZ
T) < 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364113 µµ max(HT , pZ
T) > 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364114 ee max(HT , pZ
T) < 70 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364115 ee max(HT , pZ
T) < 70 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364116 ee max(HT , pZ
T) < 70 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364117 ee 70 < max(HT , pZ
T) < 140 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364118 ee 70 < max(HT , pZ
T) < 140 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364119 ee 70 < max(HT , pZ
T) < 140 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364120 ee 140 < max(HT , pZ
T) < 280 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364121 ee 140 < max(HT , pZ
T) < 280 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364122 ee 140 < max(HT , pZ
T) < 280 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364123 ee 280 < max(HT , pZ
T) < 500 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364124 ee 280 < max(HT , pZ
T) < 500 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364125 ee 280 < max(HT , pZ
T) < 500 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364126 ee 500 < max(HT , pZ
T) < 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364127 ee max(HT , pZ
T) > 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364128 ττ max(HT , pZ
T) < 70 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364129 ττ max(HT , pZ
T) < 70 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364130 ττ max(HT , pZ
T) < 70 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364131 ττ 70 < max(HT , pZ
T) < 140 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364132 ττ 70 < max(HT , pZ
T) < 140 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364133 ττ 70 < max(HT , pZ
T) < 140 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364134 ττ 140 < max(HT , pZ
T) < 280 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364135 ττ 140 < max(HT , pZ
T) < 280 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364136 ττ 140 < max(HT , pZ
T) < 280 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364137 ττ 280 < max(HT , pZ
T) < 500 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364138 ττ 280 < max(HT , pZ
T) < 500 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364139 ττ 280 < max(HT , pZ
T) < 500 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364140 ττ 500 < max(HT , pZ
T) < 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364141 ττ max(HT , pZ
T) > 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

Table C.16: Baseline Z+jets samples used in the 13 TeV analysis.
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C.2 Monte Carlo Samples Used in the 13 TeV Analysis

DSID Description
ME gen.

had. & part. show.
Settings

364156 µν max(HT , pW
T ) < 70 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364157 µν max(HT , pW
T ) < 70 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364158 µν max(HT , pW
T ) < 70 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364159 µν 70 < max(HT , pW
T ) < 140 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364160 µν 70 < max(HT , pW
T ) < 140 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364161 µν 70 < max(HT , pW
T ) < 140 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364162 µν 140 < max(HT , pW
T ) < 280 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364163 µν 140 < max(HT , pW
T ) < 280 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364164 µν 140 < max(HT , pW
T ) < 280 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364165 µν 280 < max(HT , pW
T ) < 500 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364166 µν 280 < max(HT , pW
T ) < 500 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364167 µν 280 < max(HT , pW
T ) < 500 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364168 µν 500 < max(HT , pW
T ) < 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364169 µν max(HT , pW
T ) > 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364170 eν max(HT , pW
T ) < 70 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364171 eν max(HT , pW
T ) < 70 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364172 eν max(HT , pW
T ) < 70 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364173 eν 70 < max(HT , pW
T ) < 140 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364174 eν 70 < max(HT , pW
T ) < 140 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364175 eν 70 < max(HT , pW
T ) < 140 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364176 eν 140 < max(HT , pW
T ) < 280 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364177 eν 140 < max(HT , pW
T ) < 280 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364178 eν 140 < max(HT , pW
T ) < 280 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364179 eν 280 < max(HT , pW
T ) < 500 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364180 eν 280 < max(HT , pW
T ) < 500 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364181 eν 280 < max(HT , pW
T ) < 500 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364182 eν 500 < max(HT , pW
T ) < 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364183 eν max(HT , pW
T ) > 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364184 τν max(HT , pW
T ) < 70 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364185 τν max(HT , pW
T ) < 70 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364186 τν max(HT , pW
T ) < 70 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364187 τν 70 < max(HT , pW
T ) < 140 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364188 τν 70 < max(HT , pW
T ) < 140 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364189 τν 70 < max(HT , pW
T ) < 140 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364190 τν 140 < max(HT , pW
T ) < 280 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364191 τν 140 < max(HT , pW
T ) < 280 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364192 τν 140 < max(HT , pW
T ) < 280 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364193 τν 280 < max(HT , pW
T ) < 500 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364194 τν 280 < max(HT , pW
T ) < 500 GeV c-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364195 τν 280 < max(HT , pW
T ) < 500 GeV b-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364196 τν 500 < max(HT , pW
T ) < 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

364197 τν max(HT , pW
T ) > 1000 GeV light-jet filter Sherpa v2.2.1 NNPDF3.0NLO

Table C.17: Baseline W+jets samples used in the 13 TeV analysis.
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Appendix C List of Monte Carlo Samples

C.2.2 Samples for Estimation of Systematic Uncertainties

DSID Description
ME gen.

had. & part. show.
Settings

410404 tt̄γ ISR/FSR up
MadGraph5_aMC@NLO v2.33

Pythia v8.212
A14 Var3c up
NNPDF2.3LO

410405 tt̄γ ISR/FSR down
MadGraph5_aMC@NLO v2.33

Pythia v8.212
A14 Var3c down
NNPDF2.3LO

410395 tt̄γ had. & part. show. variation
MadGraph5_aMC@NLO v2.33

Herwig v7.0.1
NNPDF2.3LO

Table C.18: Alternative tt̄γ samples used in the 13 TeV analysis for estimation of systematic uncertainties.

DSID Description
ME gen.

had. & part. show.
Settings

410250 tt̄ single-lepton, l− Sherpa v2.2 NNPDF3.0NNLO

410251 tt̄ single-lepton, l+ Sherpa v2.2 NNPDF3.0NNLO

410252 tt̄ dilepton Sherpa v2.2 NNPDF3.0NNLO

410511 tt̄ non-all-had.
Powheg-Box v2
Pythia v8.210

A14 Var3c up, hdamp = 3×mtop, QCD scales×0.5

410512 tt̄ non-all-had.
Powheg-Box v2
Pythia v8.210

A14 Var3c down, hdamp = 1.5×mtop, QCD scales×2

Table C.19: Alternative tt̄ samples used in the 13 TeV analysis for estimation of systematic uncertainties.
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