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Introduction

This habilitation thesis summarises the postdoctoral scientific work of the author
in the following areas:

Sec. 1:

Sec. 2:

Sec. 3:

Mappings between the Sphere and Planar Surfaces

These mappings are of central importance for various applications in Com-
puter Graphics (e.g. environment maps, shadow and lighting maps, sam-
pling strategies for ray tracing) and in Cartography, Remote Sensing, and
Astronomy (e.g. mapping of astronomical entities and mapping of sur-
faces of celestial bodies). Their properties, in particular areal and angular
distortions and discontinuities, are analysed for the special cases of map-
pings to the square and the circle [8] and mappings to cube faces [3]. Cube
faces are of particular importance for the visualization of data about the
Earth as well as neighboring planets and moons [10, 15]. In this context,
the difference between the rotational ellipsoid model and the sphere has to
be taken into account [2].

Simulation of Time-Of-Flight Sensors

The simulation of Time-Of-Flight sensor imagery allows evaluation of
sensor design variations without producing prototypes [11] and the cre-
ation of realistic data with Ground Truth [12] for the evaluation of data
processing algorithms [4]. In addition to light propagation [7], the sim-
ulation must consider appropriate models of the lens system [5] and the
sensor electronics [11] to produce realistic results. The results from this
work were used to support research activities in 3D reconstruction [13, 6].

Complementary Work and Related Topics

Additional research work motivated by teaching activities and collabora-
tions was carried out in related areas such as stereoscopic rendering [17],
Virtual Reality [9, 14], Scientific Visualization [1], and Image Analy-
sis [16].

The overarching topic of this work is the interactive aspect of Computer Graph-
ics: the ultimate goal is to enable interactive visual analysis [1, 2, 3, 5, 8, 10, 14,
15, 16], simulate dynamic scenes in an interactive fashion so that motion is handled
appropriately [4, 7, 11, 12], reconstruct 3D environments with interactive sensor
handling [6, 13], or render stereoscopic contents with the goal of immersion [9,

17].

All of these use cases impose hard constraints on the computing time available
to produce or to process each frame of information, and therefore require care-
ful design of data structures and algorithms that make efficient use of dedicated
computing resources such as Graphics Processing Units (GPUs).



1 Mappings between the Sphere and Planar Surfaces

Overview

Mappings between the sphere and planar surfaces have been studied for centuries,
starting with world maps and celestial maps [Sny87]. Since the sphere surface is
not developable, such mappings always exhibit either areal or angular distortions,
and often both. Equal-area mappings preserve area ratios, at the cost of large angu-
lar distortions, and conformal mappings preserve angles locally, at the cost of large
area distortions.

In the context of Computer Graphics, such mappings are central in various ar-
eas. The most common one is environment mapping, in which information about
the environment is used to compute lighting for objects placed within that envi-
ronment. In this case, the spherical environment around a center is mapped to one
or more planar surfaces represented by two-dimensional textures. Environment
mapping can be used to implement glossy or mirroring reflections inside graphics
pipelines that only support local illumination, or to represent complex environmen-
tal lighting that cannot be modelled using distinct light sources, such as in sky-lit
scenes. Other application areas include panoramic imaging, procedural texturing,
the generation of sampling points on a disc or sphere for material/light interaction
sampling, and the representation of data bound to a sphere surface in visualizations
of, for example, remote sensing data for Earth.

Projections of a sphere or a hemisphere to a single planar surface (often a disc
or a square) is possible (see Fig. 1 for examples), but results in strong distortions
and often in singularities [Sny87]. Nevertheless, such mappings have useful ap-
plications in Computer Graphics, for example in panoramic imaging and sampling
point generation [8].

The first step to reduce distortions is to subdivide the sphere into regions that
are mapped to separate planar surfaces, usually the faces of a polyhedron. As the
number of faces grows, distortions are reduced significantly [Sny92], at the cost of
introducing interruptions at the face boundaries that often manifest themselves as
C! discontinuities of the mapping function.

Most existing hardware and algorithms are build for handling images and simi-
lar two-dimensional sampled data as rectangular arrays with fixed sample spacings
in horizontal and vertical direction. Often, especially in the context of GPUs and
hierarchical methods such as quad trees or mipmaps, the most efficient representa-
tion is even more restricted, requiring square arrays with one fixed sample spacing
in both directions.

This makes the cube the polyhedron of choice for many applications, espe-
cially in interactive Computer Graphics [3] where efficient use of computational
resources is paramount: the number of faces is low, and each face is a square (see
Fig. 1).



Figure 1: Mappings of a sphere surface. From left to right: an equidistant mapping
to a disc, a conformal mapping to a square, and an equal-area mapping to the faces
of a circumscribing cube.

Contributions

In the context of planetary-scale terrain rendering for visualization purposes, the
author introduced the use of an equal-area cube mapping approach for hierarchical
data management [15]. This was an improvement over previous methods with more
complex map compositions [Koo+09] or other cube mapping variants [LMG10].
However, the focus on area distortions was limited. Drawbacks of the chosen
equal-area mapping method include high computational costs and additional C!
discontinuities at the diagonals of each cube face.

A subsequent survey in this application context compared many more mapping
methods [10]. Each mapping was analyzed with regard to its computational costs
and its area and angular distortions. For distortion analysis, two measurements for
area and angular distortions were defined based on the texture sampling needs of
spherical terrain rendering, in particular clip mapping.

These and other [SMO01] highly specific measurements do not translate well to
other application domains. For that reason, alternative measurements that are ap-
plication independent were derived and first applied to mappings between sphere,
disc, and square [8]. These measurements are based on the framework of Tissot’s
Indicatrix [Sny87], used in world map projection analysis. The idea of the Indica-
trix is that any mapping method maps an infinitesimal circle on the sphere onto an
infinitesimal ellipse on the planar surface. This ellipse describes the local charac-
teristics of the map projection. Its most important properties are the lengths a of its
semi-major axis and b of its semi-minor axis. Based on product and ratio of these
two lengths, measurements D4 for local area distortion and D; for local isotropy
distortion, which is strongly related to local angular distortion, were defined. Al-
though more properties of the ellipse can be analyzed, these two measurements are
sufficient to characterize the map sampling performance in the context of Computer
Graphics.

Later, these generalized measurements were applied to cube mapping meth-
ods used in the wider context of interactive Computer Graphics [3], not limited
to planetary terrain rendering. The simplest form of cube mapping, and the one



commonly implemented in graphics hardware, is equivalent to Gnomonic map-
ping from the sphere center onto the faces of a circumscribing cube. This mapping
results in relatively strong area and angular distortions. Over the years, many meth-
ods were developed to reduce these distortions by manipulating the cube face co-
ordinates obtained from the (potentially hardware-based) implementation of basic
Gnomonic cube mapping. The aforementioned survey of these methods revealed
that a common pattern of these methods is to apply a one-dimensional transforma-
tion function to the horizontal and vertical cube face coordinates that is sigmoid in
shape. A systematic search in the space of these functions revealed an algebraic
sigmoid that results in a cube mapping method with better distortion properties
than previously available alternatives, at reduced computational costs.

One remaining problem with cube mapping is the handling of the C' disconti-
nuities at cube face borders. Graphics hardware typically has functionality builtin
that enables seamless sampling across cube face boundaries (available in OpenGL
via GL_TEXTURE_CUBE_MAP_SEAMLESS), which is sufficient for the typical
use case of environment mapping. However, other application areas have different
requirements. Especially in the context of numerical analysis or simulation, such
discontinuities are undesirable. Depending on the application context, it is possible
to move them over areas of little interest [2] by rotation.

Furthermore, if the application data is about the surface of the Earth or other
celestial bodies, the underlying model is not a perfect sphere but rather a spheroid,
or ellipsoid of revolution. The difference between sphere and spheroid cannot be
ignored if one strives for maximum precision, especially if elevation measurements
are involved [15]. The coordinate shift that was originally used to solve this prob-
lem is straightforward, but an alternative was later found that is both more elegant
and more precise [2].

2 Simulation of Time-Of-Flight Sensors

Overview

Sensor simulation allows comparative analysis of sensor design variations without
building prototypes [11], the analysis of sensor behaviour in application scenar-
ios without recreating these scenarios [BDC20], and the evaluation of sensor data
processing algorithms based on Ground Truth information about both scene and
camera [12].

Time-Of-Flight (ToF) sensors measure per-pixel information about the distance
of scene objects. This distinguishes them from other types of imaging sensors and
opens a completely new range of applications. Here, we focus on the simulation
of amplitude-modulated continuous-wave (AMCW) ToF sensors because of their
importance in application fields and because of the unique challenges they pose.

ToF sensors measure distances based on the time ¢ that light travels from the
active light source (in close proximity to the sensor) to an object in the scene and
back to the sensor: d = % -c-t, with ¢ being the speed of light. AMCW ToF sensors
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emit intensity modulated light in the near infrared range. The sensor pixels measure
the correlation between the reference signal g and the light signal s reflected from
the scene [Kol+10]:
T/2
C(1)=s®g= lim s(t)g(t+t)dt (1)
T—eo)—-T)2
Assuming a sinusoidal signal with a modulation frequency fino4, a correlation am-
plitude a, a correlation bias b, and a distance-dependent phase shift ¢ =27 -2d -
f‘“T"d, the correlation measurement is

a

C(r) = Ecos(fmod7+¢)+b (2
The common approach to reconstruct the phase shift ¢ for the distance computation
is to use the arctangent on four samples of the correlation function D; = C(i- 7),i €
{0,1,2,3}. Using the common library function atan2, we have

o= atan2(D3 —D1,Dg —Dz) 3)

The correlation function samples D; are called phase images and are obtained by
subtracting two signals Ny ; and Np; per pixel: D; = Nj; — Np;. These signals
result from the electrons generated in the optically active area of a sensor pixel,
which are directed towards two readout circuits A and B using an electric field that
is based on the reference signal g.

Sensors based on this principle suffer from various sources of systematic errors,
including the following (see Fig. 2):

Distance inhomogeneity: Light paths received by one sensor pixel do not generally
originate from a single surface point, but rather from a solid angle around
the main light direction through the pixel center. Thus, light paths from
foreground and background objects with different phase shifts mix, which
leads to distance reconstruction errors. Due to the nonlinear reconstruction
principle, the reconstructed distance does not necessarily lie between the
foreground and background distances, resulting in the "flying pixel" effect.

Motion artefacts: In dynamic scenes, the camera pose and scene surfaces may
change both during the acquisition time of a single phase image and in the
time between phase image acquisitions, leading to inconsistent phase infor-
mation from which the distance is reconstructed.

Multipath effects: Light does not only travel from light source to surface and di-
rectly back. This direct light path is superimposed with many indirect light
paths, which deteriorates the phase sampling depending on the amplitude of
the indirect light paths.

The common root cause of these error sources is that phase samples do not repre-
sent a single surface point.
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Figure 2: Error sources of AMCW ToF sensors. From left to right: distance inho-
mogeneity leads to flying pixel effects, surface (or camera) motion leads to motion
artefacts, mixing of direct (black) and indirect (red) light paths leads to multipath
artefacts.

Realistic simulation of AMCW ToF sensors must take these and other effects
into account, and to be useful in the application scenarios listed above, it must be
able to simulate complex and dynamic scenes. This requires an appropriate light
propagation model as well as a sensor model that takes the acquisition principle
and chip properties into account.

Contributions

Previous AMCW ToF simulation models already used spatial oversampling to ac-
count for distance inhomogeneity and simulated the four phase images at different
points in time to account for motion artefacts [KK09]. However, modelling of
physical quantities and chip properties was limited, so that the noise model was
phenomenological only, and quantitative comparison with real sensor data was not
yet possible.

The basic AMCW ToF simulation model introduced by the author [11] was
the first that was evaluated not only qualitatively, but also quantitatively against
real sensor pixels. For this purpose, its physically-based light propagation model
(from light source power and emission characteristics to the energy accumulated in
each sensor pixel) was combined with a sensor model that is based on the AMCW
ToF acquisition principle but additionally takes chip characteristics into account,
including conversion of energy to electron-hole pairs and their distribution to the A
and B readout circuits, and design parameters such as pixel spacing and the layout
of optically active areas on each pixel. In a collaboration with pmdtec (https://
pmdtec.com/), this enabled the evaluation of an alternative chip design without
building a prototype. Since the robustness against motion artefacts was of central
importance for this evaluation, the simulation model improved their simulation by
also taking motion during the acquisition of a single phase image into account.

Spatial and temporal oversampling and light propagation in complex and dy-
namic scenes require significant computational resources. Since the simulation can
be parallelized on pixel level, the use of Graphics Processing Units (GPUs) is rea-



sonable. However, using the rasterization-based graphics pipeline accelerated by
GPUs means that light propagation is initially restricted to direct illumination only,
which means that multipath effects cannot be simulated.

This restriction was later lifted by extending the Reflective Shadow Map ap-
proach [DS05] with information about active AMCW virtual point lights to arrive
at a single-bounce approximation of indirect lighting [7]. Reflective Shadow Maps
are originally limited to a single view of the scene and therefore lack information
about directly illuminated surfaces that are outside that view. This restriction can
be lifted by using full environment maps such as cube maps, which benefit from
the improvements described in Sec. 1.

A limitation of these sensor models is that they are either based on the basic
pinhole camera projection principle [KK09] or take only thin lens vignetting ef-
fects into account [11]. For comparisons with real cameras, lens effects such as
radial and tangential distortion have to be taken into account. To lift this limitation,
the standard lens calibration model from widely used software packages such as
OpenCV and Matlab was integrated into rendering pipelines so that lens parame-
ters measured with standard tools can be used directly in camera simulation [5].

All of the simulation functionality described above was implemented by the au-
thor in the Open Source camera simulation software CamSim (https://marlam.
de/camsim), which was recently described as "the most advanced ToF camera
simulator" [BDC20]. It provides a rich set of Ground Truth information, includ-
ing information about scene geometry (positions, surface normal vectors, and IDs
of scene objects, shapes, and triangles), scene dynamics (forward and backward
optical flow in 2D and 3D), camera pose and parameters, and simulated sensor
raw data such as phase images. This information is useful for the evaluation of
ToF data processing algorithms [12], for example in the area of motion artefact
correction [4].

This kind of information is also useful for higher-level applications using per-
pixel distance data, such as 3D scene reconstruction [13], a crucial part of which is
the estimation of camera poses from the input images of a handheld camera [6].

3 Complementary Work and Related Topics

Additional research in related areas of interactive Computer Graphics was moti-
vated by activities in teaching and by collaborations. This work is detailed in the
following subsections.

Stereoscopic Rendering

Stereoscopic rendering provides distinct images for the left and right eye of the
viewer, so that depth perception based on stereopsis becomes possible. Stereo-
scopic video is typically preproduced and only played back, not rendered on the
fly. This is problematic since the optimal configuration of left and right view de-



pends on viewing geometry parameters such as screen size and distance. This
means the same stereoscopic video material cannot target both cinema and home
viewing conditions with the same level of quality.

To lift this restriction, functionality to estimate the disparity between both
views and retarget them to new viewing conditions during playback was inte-
grated into the author’s GPU-based stereoscopic video player Bino (https://
bino3d. org)in a collaboration with INRIA (France) [17].

Virtual Reality

Virtual Reality systems place especially hard time constraints on the delivery of
the next rendered frame, since latency in the reaction to user input will prevent
immersion and may even lead to simulation sickness.

In teaching the technically oriented Virtual Reality (VR) lecture and tutorial
at the University of Siegen, it became apparent that for students implementing
their own VR applications, the main entry barrier is the management of multi-
ple displays, GPUs, and hosts in a render cluster. Student project groups super-
vised at the University of Siegen used abstraction libraries and frameworks such
as Equalizer [EMP(9] to target Virtual Reality systems, for example in the field
of interactive volume analysis [14], but these frameworks are typically very com-
plex themselves, so that a large part of the project time was spent fighting software
complexities instead of focussing on the topic.

To reduce this burden and enable more student activities in the Virtual Real-
ity teaching context, a concept was devised to hide such complexity and provide
a renderer interface that is as familiar as possible to students who completed the
beginner-level graphics courses, while still supporting the complete range of Vir-
tual Reality hardware, from head-mounted displays to render clusters driving mul-
tiple displays [9].

Scientific Visualization

One of the building blocks of visualization systems is the mapping of quantities to
colors using color maps. Ordered values progressing from low to high are mapped
to sequential maps, and data ordered around a central value with extrema in both
directions are mapped to diverging maps. For unordered data, qualitative maps
that do not imply magnitude differences are used. Examples for these categories
are given in Fig. 3.

The quality of color maps is determined by criteria such as discriminative
power and perceptual uniformity [Buj+18]. The latter is important to avoid in-
troducing interpretation bias. These perceptual qualities at the same time form a
bridge to the larger field of Computer Graphics. Driven by the needs of visual-
ization applications as well as teaching activities, a set of methods to allow in-
teractive design of color maps that are perceptually uniform by construction was
introduced [1]. The examples in Fig. 3 were created using these methods.
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Sequential map with Diverging map with
varying lightness, single hue varying lightness

Sequential map with Diverging map with
varying lightness, user-defined hues varying saturation

Sequential map with Qualitative map with
varying saturation varying hue

Figure 3: Examples for sequential, diverging, and qualitative color maps.

Image Analysis

The detection of curvilinear structures in images is important in medical applica-
tions, such as the analysis of blood vessel structures in the eye. To evaluate such
methods, measures based on pixel differences were often applied, but these fail
to capture the true performance of each method because they do not take struc-
tural aspects into account. A structure-aware evaluation scheme based on graph
representation and matching was introduced [16] to alleviate this problem.

Conclusion

The main theme of the post-doctoral scientific work of the author is the interactive
aspect of Computer Graphics and the restriction it places on computation time,
necessitating the efficient use of GPUs to meet application requirements.

The work covers both basic research such as the analysis of mappings between
spheres and planar surfaces (Sec. 1) and application-oriented research such as the
simulation of Time-of-Flight sensors (Sec. 2), both of which provide results that
are relevant to the larger field. These main areas are complemented with research
work in related fields, motivated by teaching activities and collaborations (Sec. 3).
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Abstract

A large number of design rules have been identified for color maps used in Scientific Visualization. One of the most important
of these is perceptual uniformity, which at the same time is one of the hardest to guarantee when color maps are created from
user input. In this paper, we propose parameterized color map models for a variety of application areas. To allow interactive
creation of color maps, these models are based on few intuitive parameters, and at the same time guarantee approximate

perceptual uniformity.
CCS Concepts

)27 7 .
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lization toolkits;

1. Introduction

Color mapping is a central technique in Scientific Visualization.
Toolkits typically include a selection of prefabricated color maps
to choose from (e.g. Matplotlib, Matlab, Paraview). In the cate-
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