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Zusammenfassung

Diese Arbeit prasentiert Forschungsergebnisse in mehreren Problemstellungen aus dem Feld des maschi-
nellen Sehens und diskutiert generalisierte Optimierungsstrategien fiir solche mit einem konzeptuellen
Fokus auf kompositionellen Optimierungsstrategien wie Bi-Level Optimierung. Die optimale Graph-
basierte Diskretisierung von Variationsproblemen in Rahmen von Minimalen Partitionen, die theoretis-
che Analyse von kompositioneller Optimierung durch nichtkonvexe Majorisierer, die Aufgabe des Lernens
von Energiemodellen durch nichtkonvexe Majorisierer, und die Anwendungen dieser Bilevel-Optimierung
im Rahmen der Sicherheitsanalyse von maschinellem Lernen beim Datenschutz in foderierten Lern-
verfahren und potentiellen Verfalschungen von Bilddaten fiir Bildklassifikation, sind Themen dieser
kumulativen Arbeit.

Abstract

This thesis presents research into multiple optimization topics in computer vision with a conceptual focus
on composite optimization problems such as bilevel optimization. The optimal graph-based discretiza-
tion of variational problems in minimal partitions, the theoretical analysis of nonconvex composite
optimization by nonconvex majorizers, the bilevel problem of learning energy models by nonconvex
majorizers, and the machine learning security applications of bilevel optimization in privacy analysis of
federated learning and dataset poisoning of general image classification are featured in this cumulative
work.
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CHAPTER 1 -

Introduction

Mathematical optimization is a central framework underpinning a multitude of applications in computer
vision. Fundamentally, optimization can be understood as a principled strategy to convert a measure
of success to an algorithm that computes successes: Any application, task or problem for which the
set of possible solutions can be defined in conjunction with a function that measures the quality of
solutions directly poses an optimization problem - How can we find the best solution from the set of
possible solutions? The key component in this construction is the function that measures success; even
if we were to disregard optimization as a framework, a formalized measure of success is necessary to
scientifically understand, rank and falsify solutions proposed by novel algorithms. As soon as such a
measure is present, it can be optimized, generally by considering approximations to this measure which
enjoy properties beneficial to optimization theory, but whose difference to the original measure can be
exactly quantified. In the field of computer vision, this understanding allows us to approach applications
that are seemingly dissimilar from a practical point of view, with shared tools and optimization strategies.

This cumulative dissertation contains four recently published works Geiping et al., Geiping & Moeller,
Geiping & Moeller, Geiping et al. [2020, 2018, 2019, 2020] and one work accepted for publication Geiping
et al. [2021] from the intersection of machine learning, variational methods and optimization. A key
theme shared in these studies is the construction of understanding for novel challenges from a shared
perspective of mathematical optimization, and further, the application of developed concepts to practical
issues in fields such as machine learning security and variational methods. This work represents central
parts of the corpus of work published as PhD student at the University of Siegen, alongside Geiping
et al., Gorlitz et al., Chiang et al., Huang et al., Goldblum et al. [2018, 2019, 2020, 2020, 2020] and Borgnia
et al. [2020].

The optimization problems investigated in this thesis can be categorized under a variety of denomina-
tions, depending on sub-field and method of derivation, as a variational problem or variational model,
maximum-a-posteriori estimate, energy model, energy-based model, among others. We formalize the
optimization problem via

(1) Zopt € argmin F(x,y),
zeX

for some set X of possible solutions z and an objective £ : X x Y — R that measures success based
on some data y € Y. To give a concrete example, in a fundamental computer vision scenario, we might
want to remove noise artifacts from camera images. Hence the input data y € Y represents a measured
image contaminated by noise, X represents the space of all possible images and E represents a measure
for success that depends on both the input data y and measures how "realistic" we consider a denoised
candidate image = € X. The output zop then represents an optimally denoised image.




From a perspective of variational problems, this optimization problem arises as the Lagrangian formula-
tion of a partial differential equation describing the transformation from noisy to denoised image, for
example via mean curvature motion [245]. More generally, the objective arises from some variational
model, often, but not necessarily based on physical descriptions, such as for example minimal surfaces.
From this interpretation, the objective E is often referred to as energy, so that the overall problem is
named an energy model - but this naming convention does not require a physical energy. We consider
optimization strategies for a variational model based on minimal partitions in Chapter 2 and examples
for variational models for video super-resolution and scene flow were studied in Geiping et al. [2018]
and Gorlitz et al. [2019].

Statistical estimation instead considers the fundamental object to be a probability distribution p(z, y)
over all natural images similar to the input data y. Returning to the previous example, the denoised image
is then the most likely image from this distribution, and can be found by maximum likelihood estimation
of p. The maximum likelihood estimate (MLE) is equivalent to minimizing the negative log-likehood,
so that we again recover the optimization problem via E(x,y) = —log(p(z,y)). For systems where the
probability distribution can be expressed as Boltzmann distribution, this connection isimmediate, as then
p is directly defined by p(z,y) o e~ Z(*¥) [121]. Energy models arising from this field are also described
as energy-based models [168].

The relation of z and y can be made precise by considering the main task as estimating the posterior
distribution p(z|y), i.e. a single probability distribution p which is conditional on the input data y [28]. By
Bayes' theorem the maximum-a-posteriori estimate (MAP) is equivalent to p(y|z) ﬁgg , forwhich minimizing
the negative logarithm can be simplified to

(1.2) Topt € arg min — log(p(y|z)) — log p(x).
rzeX

This structured optimization problem naturally consists of two terms, the first, named data likelihood or
data fidelity, measures how closely a candidate solution = resembles the data y, while the second term,
the regularizer, introduces prior information that measures how much = resembles a natural image.

The more structure is known for an optimization problem, the better it can be solved and a wide range of
optimization algorithms are designed to target specific structures, such as the additive model E(z,y) =
G(z,y) + R(z) as arising from the MAP estimate above. Chapter 3 features a theoretical discussion and
analysis of problems with the structure

(1.3) Zopt € argmin G(p(x),y) + R(x),
zeX

also known as composite optimization problems, due to the additionally present composition of G o p in
the first term for some nonlinear mapping p: X — Z and G : Z x Y — R. This structure arises naturally,
for example, when considering the reconstruction and denoising of nonlinear measurements, such as in
Time-of-Flight Imaging.

The training of machine learning models on the other hand, as a special case of function appproximations,
induces an optimization problem parametrizing an unknown function n(y,6) : Y x © — X via parameters
6 € © and optimizing these parameters for given data points {y;, z;}¥, from a space of observations
Y x X and for a given loss function £: X x X — R by

N

(1.4) Oopt € arg minz L(n(yi,0), ;).
beo =

Thisis also a composite optimization problem, optimizing Lon. Forthe example of denoising, n would be a
function optimized to map from a noisy input y to a denoised output z, based on exemplary pairs (y;, ;)
of noisy and noisy-free images. Most important in this scenario is the context switch of the variable
that is optimized. Previously this variable directly represented the solution to the problem, i.e. the
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denoised image, but here it represents the parameters of a function n which itself returns the solution
to the problem. The semantic meaning of these variables changes, but the problem is mathematically
structured in the same way. Empirical investigations about the theory of machine learning optimization
were further studied in Goldblum et al. [2020].

For both the energy models of (1.1) and special case of the machine learning models of (1.2), a crucial
optimization structure featured in multiple parts of this thesis, are bilevel optimization problems. These
are composite optimization problems, where the inner function p in (1.3) itself is given implicitly as the
solution to another optimization problem:

(1.5) Zopt € argmin G(p(z),y) + R(z) st p(z) = argmin F'(z, z).
z2€Z reX

This structure is essential when reasoning about optimization problems from a meta-perspective - allow-
ing for the optimization of components of an optimization problem. Because optimization problems are
used ubiquitously, the task of optimizing about optimization problems appears frequently. It may encode
applications such as control over the optimization task, data-specific modifications, or the introduction
of side-effects into the optimization problem.

In Chapter 4 we investigate energy models such as (1.1), but are interested in parametrizing these energy
models and training them based on observational data as in a machine learning model (1.z). In this
manner, we are faced with the bilevel problem of optimizing properties of an optimization problem. For
our example of denoising, we consider learning an optimal regularizer R as one of the applications in
Chapter 4:

N
(1.6) Oopt € arg minZL'(n(yi, 0),xz;) st n(y,0) =argminG(z,y) + R(x,0).
CSC " zeX

In comparison to (1.4), the process of denoising is not represented directly by an explicitly given function
n(0,y), but implicitly by an energy optimization as in (1.1) whose parameters are trained to be optimal.
From the statistical perspective, this corresponds to learning to approximate the probability distributions
that represent the prior knowledge about the problem.

Chapter 5 and Chapter 6 contain applications in security for machine learning models. Both chapters
investigate the vulnerability of the training process of machine learning models, (1.z), to malicious side-
effects. In Chapter 5 we discuss that private data can be uncovered in models trained by federated
learning, a specific collaborative optimization algorithm. Chapter 6 and Huang et al. [2020] feature data
poisoning. The data used to optimize a machine learning model is optimized to achieve some malicious
effect. If we denote the measure of success of this malicious effect by £,q4,(#), then the attack can be
formalized as the bilevel problem of

N

(1.7) Topt € argmin Lagy(6(z)) st 6(z) € argmin Z L(n(yi,0), ;).
zeX b0 T

In both chapters, the formalization of an attack as bilevel optimization problem with respect to the training
optimization uncovers security risks. Adversarial goals can be introduced as side-effects when the original
optimization problem is manipulated in this manner. These applications aid in analyzing possible security
risks of modern machine learning systems. Some preliminary information about defensive strategies is
provided in Borgnia et al. [2020].

Formally, this work thus presents four recently published, internationally peer-reviewed publications
Geiping et al., Geiping & Moeller, Geiping & Moeller, Geiping et al. [2020, 2018, 2019, 2020] as well as
one accepted for publication Geiping et al. [2021], in each chapter in the original text of their respective
final versions, with updated formatting and minor corrections. Every chapter is preceded by a discussion
section, containing a brief overview over each project, conceptualizing the research done in the context




of this thesis and delineating the contributions of the main author and many helpful collaborators who
graciously contributed to this research.

In this manner the dissertation follows the statutory provisions for a cumulative dissertation laid out
in the Promotionsordnung der Naturwissenschaftlich-Technischen Fakultdt of the University of Siegen.
Several chapters feature a second appendix which contains additional unpublished material that may be
of interest to specialized readers.

List of Publications

[1] Ping-Yeh Chiang, Jonas Geiping, Micah Goldblum, Tom Goldstein, Renkun Ni, Steven Reich, and Ali Shafahi. Witchcraft: Efficient
PGD Attacks with Random Step Size. In ICASSP 2020 - 2020 IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), pp. 3747-3751, May 2020. doi: 10.1109/ICASSP40776.2020.9052930.

[2] Jonas Geiping and Michael Moeller. Composite Optimization by Nonconvex Majorization-Minimization. SIAM Journal on Imaging
Sciences, pp. 2494-2528, January 2018. doi: 10.1137/18M1171989.

[3] Jonas Geiping and Michael Moeller. Parametric Majorization for Data-Driven Energy Minimization Methods. In Proceedings
of the IEEE International Conference on Computer Vision, pp. 10262-10273, 2019. URL http://openaccess.thecvf.com/content_
ICCV_2019/html/Geiping_Parametric_Majorization_for_Data-Driven_Energy_Minimization_Methods_ICCV_2019_paper.html.

[4] Jonas Geiping, Hendrik Dirks, Daniel Cremers, and Michael Moeller. Multiframe Motion Coupling for Video Super Resolution.
In Energy Minimization Methods in Computer Vision and Pattern Recognition, Lecture Notes in Computer Science, pp. 123-138.
Springer International Publishing, 2018. ISBN 978-3-319-78199-0. doi: 10.1007/978-3-319-78199-0 9.

[5] Jonas Geiping* Hartmut Bauermeister*, Hannah Droge*, and Michael Moeller. Inverting Gradients - How easy is it to break
privacy in federated learning? In Advances in Neural Information Processing Systems, volume 33, 2020. URL https://proceedings.
neurips.cc/ /paper_files/paper/2020/hash/csedes6bbd98819ae6112b20ac6bf145- Abstract.html.

[6] Jonas Geiping, Fjedor Gaede, Hartmut Bauermeister, and Michael Moeller. Fast Convex Relaxations using Graph Discretiza-
tions. In 31st British Machine Vision Conference (BMVC 2020, Oral Presentation), Virtual, September 2020. URL https:
//www.bmvc2020-conference.com/conference/papers/paper_0694.html.

[7]1 Jonas Geiping* Liam H. Fowl* W. Ronny Huang, Wojciech Czaja, Gavin Taylor, Michael Moeller#, and Tom Goldsteint. Witches'
Brew: Industrial Scale Data Poisoning via Gradient Matching. In Ninth International Conference on Learning Representations
(ICLR 2021) to be presented in, May 2021. URL https://openreview.net/forum?id=o10lnfLIbD.

[8] Micah Goldblum®, Jonas Geiping* Avi Schwarzschild, Michael Moeller, and Tom Goldstein. Truth or backpropaganda? An
empirical investigation of deep learning theory. In Eighth International Conference on Learning Representations (ICLR 2020,
Oral Presentation), April 2020. URL https://iclr.cc/virtual_2020/poster_HyxylgHFvr.html.

[9] Andreas Gorlitz, Jonas Geiping, and Andreas Kolb. Piecewise Rigid Scene Flow with Implicit Motion Segmentation. In 2019
IEEE/RS] International Conference on Intelligent Robots and Systems (IROS), pp. 1758-1765, November 2019. doi: 10.1109/
TROS40897.2019.8968018.

[10] W. Ronny Huang* Jonas Geiping* Liam Fowl, Gavin Taylor, and Tom Goldstein. MetaPoison: Practical General-purpose Clean-
label Data Poisoning. In Advances in Neural Information Processing Systems, volume 33,2020. URL https://proceedings.neurips.
cc//paper_files/paper/2020/hash/8ce6fc704072e351679ac97d4a985574- Abstract.html.

[11] Eitan Borgnia, Valeriia Cherepanova, Liam Fowl, Amin Ghiasi, Jonas Geiping, Micah Goldblum, Tom Goldstein, and Arjun Gupta.
Strong Data Augmentation Sanitizes Poisoning and Backdoor Attacks Without an Accuracy Tradeoff. Accepted for publication
at ICASSP 2021 - 2021 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). URL http://arxiv.org/
abs/2011.09527.

Shared authorship denoted by * #.

CHAPTER 1. INTRODUCTION



http://openaccess.thecvf.com/content_ICCV_2019/html/Geiping_Parametric_Majorization_for_Data-Driven_Energy_Minimization_Methods_ICCV_2019_paper.html
http://openaccess.thecvf.com/content_ICCV_2019/html/Geiping_Parametric_Majorization_for_Data-Driven_Energy_Minimization_Methods_ICCV_2019_paper.html
https://proceedings.neurips.cc//paper_files/paper/2020/hash/c4ede56bbd98819ae6112b20ac6bf145-Abstract.html
https://proceedings.neurips.cc//paper_files/paper/2020/hash/c4ede56bbd98819ae6112b20ac6bf145-Abstract.html
https://www.bmvc2020-conference.com/conference/papers/paper_0694.html
https://www.bmvc2020-conference.com/conference/papers/paper_0694.html
https://openreview.net/forum?id=01olnfLIbD
https://iclr.cc/virtual_2020/poster_HyxyIgHFvr.html
https://proceedings.neurips.cc//paper_files/paper/2020/hash/8ce6fc704072e351679ac97d4a985574-Abstract.html
https://proceedings.neurips.cc//paper_files/paper/2020/hash/8ce6fc704072e351679ac97d4a985574-Abstract.html
http://arxiv.org/abs/2011.09527
http://arxiv.org/abs/2011.09527

CHAPTER 2 -

Fast Convex Relaxations using Graph
Discretizations

Contextualization

This chapter reprints the publication "Fast Convex Relaxations using Graph Discretizations", published as
oral presentation at the British Machine Vision conference 2020 with co-authors Fjedor Gaede, Hartmut
Bauermeister and Michael Moeller (Geiping et al. [2020] [103]). In the wider context of this thesis, this
chapter is primarily focused on improving the practical efficiency of a particular variational problem as
introduced in (1.1), namely the minimal partitions problem by redeveloping a good spatial discretization
of the continuous problem that is relaxed to a convex problem by functional lifting.

This works thus falls into a line of work of the author Geiping et al., Gorlitz et al. [2018, 2019] that
investigates model-based approaches and their applications in computer vision. Crucially, these model-
based, handcrafted techniques have been successful in many applications, especially with limited data,
but currently tend to be outperformed by learning-based approaches especially in complex computer
vision applications such as semantic segmentation or image classification. Variational problems, which
as mentioned are an example of energy-based models, are well-suited to handcrafted modelling, due to
their immediate formulation as maximum-a-posteriori estimates, see (1.2), yet this is also what makes it
challenging to learn parts of the model: As discussed, this amounts to a bilevel optimization of parameters
of the variational model as in (1.5), a problem which we will revisit later.

This work is practically an application of graph methods for variational models developed in [286] to
the setting of continuous minimal partition problems, which are then solved via continuous functional
lifting schemes. Fjedor Gaede as domain expert as such provided valuable insight into mathematical
descriptions of graph-based, discrete variational problems and introduced, described and implemented
the L°-Cut-Pursuit algorithm which is utilized for graph construction in the paper and proved an ear-
lier version of Proposition 2.1. Hartmut Bauermeister contributed valuable knowledge of continuous
lifting schemes, checked mathematical formalism and conducted as well as described the experiments
on stereo matching. Michael Moeller added important context and oversight regarding the topics of
variational problems and continuous lifting, proposed and coded the application shown in Figure 2.4 and
improved the writing and presentation of this work considerably. Jonas Geiping proposed this project
after many discussions in collaboration with Fjedor Gaede, reviewed the literature, posed and derived
the central mathematical models in subsection 2.3.2, implemented the approach for segmentation and
stereo matching, conducted remaining experiments such as the quantitative and qualitative analysis
featured in Figure 2.5, Figure 2.7, Table 2.1 and the appendix, and contributed chiefly to the writing of this
work.




Figure 2.1: Graph discretization on the leftand segmentation by convex relaxation with 32 labels, computed
on the graph structure on the right. The segmentation is 3.03% less optimal compared to relaxation on a
full Cartesian grid, but requires only around 4.8% of computation time, the original problem has 4.9 mio.

variables, and the reduced problem only 120k.

Abstract

Matching and partitioning problems are fundamentals of computer vision applications with
examples in multilabel segmentation, stereo estimation and optical-flow computation. These
tasks can be posed as non-convex energy minimization problems and solved near-globally
optimal by recent convex lifting approaches. Yet, applying these techniques comes with a
significant computational effort, reducing their feasibility in practical applications. We discuss
spatial discretization of continuous partitioning problems into a graph structure, generalizing
discretization onto a Cartesian grid. This setup allows us to faithfully work on super-pixel
graphs constructed by SLIC or Cut-Pursuit, massively decreasing the computational effort for
lifted partitioning problems compared to a Cartesian grid, while optimal energy values remain
similar: The global matching is still solved near-globally optimal. We discuss this methodology
in detail and show examples in multi-label segmentation by minimal partitions and stereo
estimation, where we demonstrate that the proposed graph discretization can reduce runtime
as well as memory consumption of convex relaxations of matching problems by up to a factor
of 10.

Introduction

Matching problems and the closely inter-related minimal partitioning problems are low-level computer
vision tasks that build a backbone for a variety of applications such as multi-label segmentation [40],
stereo estimation [132, 233] and optical flow estimation [123, 43]. However, posing these problems as
energy minimization problems leads to non-convex objectives that are difficult to solve. In the last years, it
has been demonstrated that functional lifting techniques are very well suited for solving these non-convex
minimization problems via convex relaxations in a higher-dimensional space. Unfortunately, despite the
precise solutions these methods provide, they incur significant costs in memory and computational effort,

due to the high dimensionality of the lifted problem.

Consider the continuous minimal partitions problem, also referred to as piecewise-constant Mumford-

Shah problem [202], which builds the basis of the aforementioned computer vision applications,

L

min E

1
fr(z) + = Per(Q, Py).
(PeYo, 1= 2

Py,
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Given a set of L potential functions f; we are looking for a partitioning of the set Q into L non-overlapping
partitions { P, }L_,,i.e. PN P =0ifk # [ and U£=1 P, = Q[53]. Without the regularizing perimeter term,
the solution is given by arg max,, fi(x) for every z € Q, but under inclusion of the second term in (2.1),
the perimeter of each partition Per(Q, P;) is penalized, leading to spatially coherent solutions, where
every point is "matched" to a partition, but the global surface energy stays minimal.

Minimal partitions problems are abundant in imaging. In the discrete setting, they directly relate to the
Potts model [230] and MRFs [41, 40]. This variability hinges on the choice of potential functions f.. For
multi-label segmentation, for example, we can consider each f;, to give the prior likelihood that the point
x should be assigned label %, with the likelihood being computed by model-based approaches [77] or
returned as the output of a neural network [64]. On the other hand, considering every partition with label
k to encode a displacement of k pixels between two stereo images, the same framework can be used to
solve stereo matching problems [302]. Further immediate examples include optical flow[123], scene flow
and multiview reconstruction [151].

To be able to solve (2.1), we minimize over a set of partitions. This discrete matching problem at the
heart of the minimal partitions problem is in general NP-hard. In practice, one of the most powerful
approaches is the solution of a suitable convex relaxation of the original minimal partitions problem. To
do so, the minimization over partitions is first replaced by minimization over their characteristic functions
up, - 0 — {0,1}, satisfying S ux(z) = 1 Vo € Q,

L .
(2.2) min z; /fok(m)Uk(z)wL/Q\DukL

{uk}ﬁzl

where we have equivalently replaced the perimeter of a set by the total variation of its characteristic
function, see [53]. In a next step, the functions u,, are relaxed to take values in the full interval [0, 1], either
directly [304, 169], or by jointly deriving tighter convex reformulations of the regularizer [53]. Relaxation
approaches often lead to near-optimal solutions with high fidelity [229, 271], yet the computational effort
amounts to solving a non-smooth, non-strongly convex optimization problem over all functions u;, each
of which is usually discretized to be as large as the given potential functions. Especially when % is large,
memory costs quickly become impractical for computer vision applications.

In this work we hence consider strategies to remediate the computational costs of functional lifting
techniques, without majorly impeding their global matching capabilities. As illustrated in Figure 2.1, we
propose to first discretize the problem on a precomputed graph structure instead of a Cartesian grid,
and then solve the convex relaxation on the graph. This strategy leads to significant computational
advantages while sacrificing almost no accuracy in terms of the energy of the final solution.

2.2 Related Work

The minimal partitions problem is a prime example of energy minimization methods in computer vision
[202, 245, 45], which have found widespread use. In the context of convex relaxations of these partition
problems, there have been works in as diverse applications such as stereo estimation [229, 228, 295, 233,
234], optical flow [271, 269], segmentation [303, 304, 169, 53],and optimization on manifolds [170], with
algorithmic improvements such as [267].

Previous work discusses the optimal discretization of the continuous label dimension [197, 165, 196],
reducing the computational effort of functional lifting in a variety of applications. In our work, we discuss
an orthogonal direction of research, as we are discussing compact discretizations of the image space.

The choice of efficient discretization of the input image data is directly related to superpixel approaches,
e.g. [2,290]. Their general idea is to generically reduce the computational complexity of any (pixel-based)
numerical algorithm, by locally grouping pixels of similar color to larger superpixels. The most prominent
algorithm in current practice is SLIC (Simple Iterative Linear Clustering) [2]. Ideally, the superpixel setup
should also be chosen by an appropriate minimization procedure that adheres object edges. However,
edge adherence is often costly. An interesting exception is the Cut-Pursuit algorithm [159, 160], which
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solves total variation minimization and related problems in a fast sequence of binary graph cuts, making it
competitive as a discretization step and leading to boundaries that better adhere with minimal partitions.
This approach has been successfully applied in practice in such works as [161, 112] and we will contrapose
a superpixel structure generated by Cut Pursuit with one generated by SLIC in our main comparison to a
Cartesian grid.

2.3 Graph Discretizations for Convex Relaxations

2.31 Preliminaries

Let us first introduce our general notation. For the discrete setup we consider an undirected graph
structure is defined by its vertices V, edges connecting vertices £ C V x V and weights of these edges
w € RIPI, We refer to [91] for details.

The continuous minimal partition problem requires the definition of the total variation of a function
u=(u,...,ur) € L'(Q,RL) as

TV(u):sup{—/Zuk )div pg(z) dz, p € CHQ,R>L), Z|pk le},
Q

k=1

Note that the above definition reduces to 7'V (u) Zk 1 Jo IVug(z)| da for smooth u. We define v to
be an element of the space of bounded variation SBV (Q, RL) if TV (u) is finite. We can then identify
this value with the mass of the distributional derivative Du, i.e. [, [Du| = TV (u). The bounded Radon
measure Du can be decomposed [12, Thm. 10.4.1] into

(2.3) Du=Vu L+ Cu+ (wt—u)® v HE L T,

where £% is the Lebesgue measure, .J, is the jump set of u, where u* # v, i.e. the values at the boundary
differ, v, the normal of the boundary and Cu a remainder Cantor part. In the following we will consider
functions v € SBV (92, R¥), which is the space of functions for which Cu = 0 [6, 196]. We further define
the perimeter of a measurable set P C Q, Per(Q, P), in turn by the total variation of its characteristic
function xp : © — R [53], the boundary of a set as S = S\ int(S), and the length of the boundary
Iy = 0P, N OP, between two sets Py, P, via

(2.4) Deal = H" (Te),

where, again, #%~! denotes the d — 1-dimensional Hausdorff measure. These definitions allow us to
examine the continuous boundary of shapes. Refer to Figure 2.2, where these continuous objects are
marked in red.

2.3.2 Graph Discretization

We are interested in solving the continuous minimal partition problems (2.2) numerically. To do so we
need to translate the problem into the discrete setting. To take a step from the continuous definitions
to a discrete problem, we make use of the fact that we expect solutions u* to the minimal partitioning
problem to be piecewise constant with a finite number of pieces. A good discretization to a finite setting
that mimics this piecewise constant structure exactly. We hence represent the discretization by a graph of
candidate constant sets, the nodes of which represent each separate constant piece and where neighboring
pieces are connected by edges in the graph. After solving the matching problem on this discrete graph,
the final solution u* can be reassembled by assigning to each constant piece its matched value according
to the respective value of the node that represents it. This setup is sketched in Figure 2.2.

Note that this is a generalization of a classical discretization to a Cartesian grid. Placing a continuous
function on a pixel grid corresponds to claiming that the function is piecewise-constant on every image
pixel - hence the boundaries of the solution «* to the minimal partitions problem will be a subset of the
boundaries imposed by the image pixels.

CHAPTER 2. FAST CONVEX RELAXATIONS USING GRAPH DISCRETIZATIONS




P3

€3
ut

Figure 2.2: Sketch of the discretization process for a graph-based discretization. Left: The underlying
continuous function v € SBV(Q2,RE) is pictured in black, with piecewise-constant partitions IT =
{Py, P2, P3, Py} shown in gray as well as the discrete graph structure in blue. Right: A minimal partitions
problem with two potentials is solved on this graph structure. Pictured is the solution »* which now
corresponds to a piecewise constant solution (in red and green).

In slight generalization of the minimal partitions problem in (2.2) we now discuss the type of continuous
functionals F : SBV(Q,RF) — R, that we want to represent discretely. Due to the discontinuities of
SBV, we define different components of F on the continuous parts and the jump parts J, of (2.3):

(2.5) F(u) = /Q\J O(z,u(z), Vu(z)) dr —I—/J g (Jut —u]) ] dHE,

where V,u™,u~ refer to the decomposition detailed in (2.3). ® : @ x RF x RL*4 — Ris a function defined
away from the jump set of «, while x : R — R is a concave function measuring the jump penalty with
k(0) = 0 [53, 196]. We can consider the first term to be a generalized data term, and the second as a
(jump)-regularizer.

To connect the continuous formulation of (2.5) to a discrete setting we define the discretization as a
finite set of candidate sets IT = {P, C Q | P, N P; = 0, Vj # i} with M = |II| partitions. The continuous
function u € SBV(Q,RY) is assumed to be constant on every partition, so that we can denote its value
on partition P; € II by a vector ¢; € RE. Thus, u(z) = ¢; for every x € P; ¢ Q. The partition II can
be represented by a set of nodes V' = {1,..., M} where each node corresponds to a segment P; € II.
Furthermore we can describe every boundary between sets P, and P; as I';; and by that define an edge
setECVxVasE={(i,j) e VxV ||| >0,i+#j} Note,thatthe perimeter of some partition P, € II
is given by Perp, = 3", o [Tijl-

Let us assume that our desired solution «*, which minimizes (2.5), is piecewise constant. More formally,
given some partition II let us write u € SBVi(2, RF) to denote continuous functions in SBV which are
piecewise constant on the regions in II, and assume u* € SBVi(Q, RE). This implies that the jump set .J,,
is a subset of U; jycpI'i; and that Q\ J, is a subset U;cy P;, or, in other words, the discrete partitioning
by IT is able to represent the continuous structure of u*.

Under the above assumption we can restrict the minimization of F over all functions u € SBV (9, RF)
to those in SBVi(Q2, RY) which allows to simplify (2.5) to a problem in which merely the values ¢; inside
the piecewise constant regions are the unknowns. Let us discuss the three main components of (2.5)
separately.
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Data Term:
Considering F for any u € SBVi1 (2, RL) allows us to rewrite the first term of (2.5) as

M
(2.6) K(u) = O (z,u(z), Vu(x)) de = Z ®(z,¢;,0) de =: Kni(c)
Q\J : P

which is the discrete representation Kp(c) : RM*Z — R of this term that mere depends on the values
¢;. For linear data terms such as in (2.2), i.e. ®(z, u(z), Vu(z)) = Yr_, fr(@)ur(z) = fr(z)(c); for z € B,
this is further simplified to

L M ,
(27) Kn(e) = ZZ (ci)r | fr(x) do = Z (ciy fi)

L L
with fj, = ( I, fk(:r,)dm) _ €RE

Regularization Term:
For the jump regularization, we can write R(u) for any u € SBV;(Q,RE) as

R(u):/ f(lut —u]) dHT = Y / K (|ei — cj|) dHA™?
(28) (i,5)€E
= Y rlle-o [ antt= 3T i (- o) = Aald
(i.4)€E T (i.J)EE

identifying the weights w;; = fn,- dH4=t = |Ty;|. With this weighting we can define the weighted finite
graph G = (V, E,w) as the discrete graph structure with which any continuous function u € SBV;(Q, RY)
can be represented. Note that if « is the identity, then Rp(c) is equivalent to graph total variation of ¢
(cf. [106, 42]).

Constraint Set:

We are further carrying a constraint set when minimizing the minimal partitions problem. However, both
constraints are pointwise and therefore straight forward to relate to constraints on ¢;, i.e., the constraint
set directly translates to

L
C’H—{c| czkEOI,Zczk—IVz
k=1

Interestingly, the above restriction from the minimization of I over SBV (2, R¥) to its minimization over
SBV (22, RE) (which translates into the minimization of Fi; over ¢ € Cr;) remains valid as long as the
jump set of the true solution is a subset of the jumps in the partition II, independent of what exactly the
"super" jump-set of II is. Let us formalize this result:

Proposition 2.1. Assume a discretization II and its assorted partitions P; to be given. Let u* be a
minimizer to the continuous problem (2.2) for given potentials f. If the jump-set J,. of u* is a subset of
the jump set of I given as the boundaries U; j)cTsj, then

F(u) = '
wep Pl = 2, @,

for the discrete energy Fy; = Kpj + Ry, i.e. the continuous minimum F(u*) is equal to the minimum Fy(c*)
of the discrete energy of Fy; under the constraints Cry.

Proof. See appendix. |
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Figure 2.3: From left to right: Grid Sampling, SLIC Superpixels and L° Cut-Pursuit . Images from the
Middlebury dataset [253]. The top row shows a fine discretization into the same number of nodes for
every method, whereas the lower row shows a coarse discretization with the same number of nodes for
every method.

Figure 2.4: Illustrating the use of model-based segmentation methods: The user scribbles different objects
to be segmented (left) from which a unary data term f is generated, e.g. by approaches like [207] or a
pointwise neural network. As the unaries are insufficient for a good segmentation (illustrated by the
fact that a thresholding of the unaries shown in the middle does not segment the background well), the
proposed framework offers an efficient approach to obtain accurate segmentations as shown on the right.

Proposition 2.1 shows that if the jump set of u* is contained in Pi, then the exact optimum u* of the con-
tinuous problem can actually by found by computing a discrete solution ¢* of the function Fi; numerically
on a finite graph Practically however, we now need to find some partition II that approximates (or ideally
overestimates) the true jump set J,-, but consists of a limited number of segments. On a Cartesian grid,
the equivalent operation is to subsample the image, result in the "superpixels" seen in Figure 2.3 on the
left, which are not well aligned with edges in the images. However approaches such as SLIC (middle) or
Cut-Pursuit (right, in the variant of [286]) are more adept at finding a superset of candidate partitions.

2.4, Numerical Evaluation

This section focuses on evaluating the proposed approach. We discuss examples in segmentation and
stereo estimation. For segmentation we show a practical example, where the approach is used to align the
output of a pixelwise neural network. We then follow up with a detailed comparison of graphs generated
by SLIC, Cut Pursuit and subsampling.

2.4. NUMERICAL EVALUATION
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Figure 2.5: Qualitative comparison of matching quality for the example of image segmentation from a
given set of pixel features. From left to right:L°-CP graph, the SLIC graph, and a rectangular grid (right),
all with the same number of vertices. The graphs are constructed as described in subsection 2.3.2. The
top images show the final minimal partition result. The bottom images show the errors compared to
the minimal partition computed on the full pixel grid, where yellow marks regions that are matched
differently compared to the ground truth matching of the full image grid.

2.4 Segmentation

Multi-label segmentation is a central application of minimal partition problems, having been discussed in
the continuous setting in works such as [57, 227] and widely studied in discrete methods such as [41, 152].
To apply multilabel segmentation we use the model described in (2.1), which can be recovered from (2.5)
by setting x = Id and choosing the L! norm for | - |, leading to an anisotropic penalty of the jumps. We
solve the discrete matching on the graph by a preconditioned primal-dual algorithm as discussed in [286].
Relaxed solutions are matched to corresponding partitions with maximal argument.

Use Case:

As one application scenario, imagine a user wants to segment an image by marking the objects to be
segmented with scribbles, see Figure 2.4 on the left. Once the scribbling is complete we train a tiny
pixelwise fully connected network on classifying the scribbled pixels correctly. The output of this network
provides us with pixelwise features as shown in Figure 2.4 in the middle. Globally matching these features
with 15 labels on the full grid requires 6 GB of memory, whereas the proposed approach reduces the
memory requirements to 0.2 GB due to the graph construction and needs only 13% of computation time
in total to yield the segmentation shown in Figure 2.4 on the right, which is precise enough to conduct
various image manipulations such as inserting or removing some of the bottles or fruits.

Quantitative Analysis:

To analyze a wide range of images with canonical potentials, we turn to cartooning, i.e. multi-label
segmentation with a fixed set of target colors chosen by a k-means selection. Figure 2.5 visualizes the
result of the minimal partition problem for our graph discretization via L°-CP, a graph constructed via SLIC,
and a subsampling of the pixel grid, all with the same number of vertices. Checking the error maps on the
bottom row of Figure 2.5 we see that both superpixel methods lead to solutions that closely match the
solution at the finest level, while the subsampling is comparatively error-prone. The L°-CP constructed
discretization outperforms the SLIC-based discretization, due to its closer adherence to image edges.
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Figure 2.6: Computing the minimal partition on a well chosen graph discretization is much more efficient
than computing it on the full grid. The y-axis in both plots denotes the energy value of the ground truth
solution, which is computed on the full grid. Left: Time saved vs ground truth plotted vs the matching
energy of the minimizer. Right: The number of nodes compared to the partition energy of the minimizer.

Red. Time Energy
Ex. | Methods Mem.
Rate Saved Offset
LO-cp 31% 79% 15MB | 0.73%
1 SLIC 41% 41% 16MB 1.18%

sampling | 74% 22% 32MB 5.77%
L°-cp 3.6% | 87% 12MB 3.5%
2 SLIC 8.42% 87% 32MB 6.29%
sampling | 8.42% | 87% 27MB 13.33%
L°-cp 6.2% | 83% | 463MB | 2.1%
3 SLIC 14% 79% 144MB 4.43%
sampling 14% 82% 2976MB 3.79%

Table 2.: Different scores for three examples. Shown are the ratio of time saved and the ratio of energy
mismatch. The baseline method (a full image grid) uses 301, 684 and 6113 MB for each experiment.

Evaluating the gained efficiency in terms of time and in times of vertices in Figure 2.6 shows that this
behavior leads to stable improvements over a wide range of graph discretization steps, energy values
can be matched very closely using the superpixel-based graph discretization. In Table 2.1 we compare
the three methods for three different examples. We find significant savings in runtime and memory,
while staying close to the original energy, observing that graph-based discretization leads to a significant
improvement in accuracy, compared to computing the segmentation on a downsampled grid, and further
that using the L°-CP superpixels leads to the most efficient final result, even though the computation
of these superpixels itself takes more time than SLIC (the time/memory to compute superpixels and
construct the graph is factored into all measurements we consider).

2.4.2 Stereo Matching

For the task of estimating disparities in stereo images the problem setting is different from that of seg-
mentation tasks. While we want to reconstruct discrete labels for segmentation the estimated disparities
between images live in a continuous range and therefore need dedicated treatment. The binarized vector
structure of discrete segmentation labels ideally has to be translated to a continuously metricized label
space. Assuming piecewise constant disparities in natural images it is still possible to transfer the graph
reduction ideas to stereo estimation as proposed in [228] and the sublabel accurate setting of [197]. As
the data term for stereo matching can be expressed as a cost-vector defined for each pixel, we need to
find a sensitive scalar data function where superpixels can be computed to construct the graph. A natural
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Figure 2.7: Results on stereo matching baselines. Top: Comparison of full (left) and proposed reduced
(right) matching. Both methods use sublabels [197] between 32 labels. The proposed method uses Cut-
Pursuit (with parameter o, = 0.1, a higher parameter corresponds to fewer vertices in the reduced graph)
to find a reduced graph, amounting to a time reduction by a factor of 4.8, although the matching quality is
near indistinguishable. Bottom: Time reduction and energy levels for different parameters a., showing the
granular relationship between graph reduction and difference in energy value of the matching algorithm.

choice for such a function is the pixelwise minimizing argument of the data term. This is motivated by
the intuition that constant regions of pointwise minimizing disparities likely induce constant regions
of the original data term. The features f; are either given directly as absolute pixelwise disparities, or
as output of a stereo network and are then matched globally to combinations of candidate disparities
in a given range. Figure 2.7 (top) gives a visual impression of the approximation behavior of the graph
reduction on an exemplary stereo image. Figure 2.7 (bottom) visualizes the time vs. the achieved energy
values of our method compared to the full stereo matching problem. Note the scale of the x-axis. We can
easily reduce the necessary time and memory costs by using the graph-based discretization. Despite of
the significant speedup for stereo matching the proposed method still is capable of producing visually
pleasing results, as the matching is still computed with respect to all variables, just with an optimally
chosen discretization.

2.5 Conclusions

In this work we presented strategies for the efficient realization of convex relaxations by directly moving
from geometric properties of minimal partitions solutions to a graph-based discretization. We prove that
such a graph-based discretization can be constructed in adherence to the global partitioning problem
and implementing it on superpixel graphs yields accurate and efficient solutions in practice. We further
find that using a superpixel approach that is more faithful to minimal surface energies, as the L°-Cut
Pursuit algorithm leads to more accurate solutions compared to SLIC and can be well worth the additional
effort. We believe that the proposed methodology can facilitate the use of convex relaxation methods
in practical applications, especially if input data is of high-resolution, where memory and computation
constraints made these approaches previously infeasible.
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The next sections contain the original appendix of publication [103].

2.A Proof of Proposition 1
We intend to show Proposition 1 by first showing a lemma for functionals of the form

F(u) = /Q\Ju O(z,u(z), Vu(z)) dx

+/ g (Jut =) |V |dHE,
J

u

(2.9)

for u € SBV (9, RL) under constraints C given as

~

C = {u|u(z) €[0,1], Zuk(az) =1}.

k=1

Lemma 2.2. Assume a discretization II and its assorted partitions P; to be given. Let u* be a minimizer
to the continuous problem (2.9). If the jump-set J,- of u* is a subset of the jump set of II given as the
boundaries U; jcI'ij, then

in I = min Fj
min F'(u) = min F(c),
for the discrete energy Fi; = K1 + Ry, i.e. the continuous minimum F(u*) is equal to the minimum Fy(c*)
of the discrete energy of Fr; under the constraints Cr.

Proof. As defined in Section 3.2 of the main paper, we consider the space SBVy (92, R%) of functions in
SBV(Q,RF) that are piecewise-constant on partition II. From the assumption that .J,- is a subset of the
jump set of II, given by Ugi,jyer Lij» we deduce u* € SBVn(Q, R%). For a partition II define

Zn = {ueC|ue SBVy(Q,RNY,

for

L

C={u|u(x)€[0,1], Y u(x) =1}.

k=1

Then II' < II, where "<" refers to the partial order on partitions meaning II’ is a finer partition than
II. This implies =5 C Z@v. For u € Cp and the according ¢ from Section 3.2 we already have shown
Fri(c) = F(u).

Hence, u* € = allows us to write

min Fy (¢) =

min in F(a)

(u*) = gélg F(u).

IA
= AE

Equality now follows due to =y C C from

in F(u) < min F(@) = min Fy (c). |
min F'(u) < min F(@) = min Fi ()

Now we can find Proposition 2.1 as a simply corollary. The minimal partitions problem

L

(210) min 30 [ <fi@yula) + [ 10wl

{uk}£:1 k=1
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Figure 2.8: Reduction of the raw image (left) to 6031 nodes in the graph structure (Right). In the middle we
reproject the graph structure onto the original image, visualizing the high fidelity of the representation,
even as the number of nodes reduces to 0.45% of the full grid.

is a special case of (2.9) by choosing the data term via

L M M B
(211) Ku()) = 330 @ [ fule) do =3 (ei )
k=1 1=1 i i=1

and setting x = Id for the regularization term.

Proposition 2. Assume a discretization II and its assorted partitions P; to be given. Let u* be a
minimizer to the continuous problem (2.2) for given potentials f;. If the jump-set .J,.- of u* is a subset of
the jump set of I given as the boundaries Uy, ;)cTsj, then

1 Pl — min F
min F'(u) = min Fy(c),

forthe discrete energy Fy; = K1 + Ry, i.e. the continuous minimum F(u*) is equal to the minimum Fy(c*)
of the discrete energy of Fy; under the constraints Cry.

Proof. Apply Lemma 2.2 to (2.2). [ |

2.B Algorithmic Details

For implementation reference we replicate some parts of the L Cut-Pursuit [159] variant of [286] in the
continuous setting.

To obtain a good trade-off between having as few segments as possible but still constructing a partition
whose jump setis a super set of the jump set of a minimizer v*, we exploit a modification of the Cut-Pursuit
(CP) algorithm of [159] discussed in [286]. In [159] Landrieu and Obozinski develop an approach to solve
total variation problems [245, 45] with an alternating method solving graph cuts and reduced problems
on the smaller graphs generated by these cuts. This is an efficient method with superior performance
compared to more classical optimization methods as primal-dual[54] or Douglas-Rachford [90] algorithms
minimizing the total variation problem. The Cut-Pursuit algorithm can be further extended to a variant
minimizing the L° norm of the graph gradient. This strategy is able to quickly return approximate solutions
to partitioning problems for a relatively high number of partitions compared to the number of potentials L
we consider. The final number of partitions depends on regularization parameters and is data-dependent.
In [286] Tenbrinck et. al. modify the Cut-Pursuit for L° by simplifying the algorithm to alternating between
a graph cutand solving the data term separately on each generated partitions. We will denote this method
as LO-Cut-Pursuit (L°-CP). We discuss this algorithm in a continuous setting with an L? data fidelity term,
resulting in the following alternating algorithm: For a given function «* € SBV (£, R) and some given
data g € L'(Q,R), one step of the algorithm consists of the two alternating optimization steps. The first
one is

(212) BFt! = al;;gén;n /Q(uk(m) —g(z))1p(z) dz + ozc/Q |D1g|,

CHAPTER 2. FAST CONVEX RELAXATIONS USING GRAPH DISCRETIZATIONS




where 1 denotes a characteristic function on B. This set minimization in (2.12) is binary and thus globally
solvable. Then compute IT¥*! as the connected components of B**! and, in a second step, find the mean
over every partition,

1
(213) A = B /P g(z) da.

From the values ¢**! of the partitions P, € IT**!, we can compute the continuous solution via

i

(214) uFt = Z ciﬁ'l 1p,.

eIkt

Note that such an algorithm operates on SBV (Q, R) rather than SBV (2, RL) in order to be much more
efficient, particularly for large L. In comparison to a naive subsampling on a grid (left) and the SLIC

Algorithm 2:1: L°-Pursuit from [286]

Data: Image data g
¥ + mean(g)
I’ « {Q}
while IT* +# 1! do
B*+1 + Solve (2.12) for given u*
II5+1 «+ connected components of B¥+1
cF+1 « Solve (2.3) for given ITF+1
uF*1 < Compute as in (2.14)

k+—k+1
end

T « IT*t!
Result: Discretization II

superpixels from [2], the L°-CP generates less uniformly-sized regions, allowing to combine large constant
regions into a single node in a graph and thus being well suited for an efficient coarsification with accurate
edges. Algorithm 2.1 shows the steps that this algorithm follows for further clarification.

2.B1 Implementation

On a discrete image grid generated by sensor data, (2.12) becomes a binary partitioning on a discrete graph,
which can be solved efficiently by a maxflow algorithm, e.g. Boykov-Kolmogorov [41]. In the end variants,
such as L!-Cut-Pursuit [159] or using a real-time Mumford-Shah such as [270] would also be possible
candidates to find a candidate partition, yet we did not find these variants to yield either sufficient speed
or sufficient accuracy around edges to be applicable - for algorithms that do not explicitly track the
partitioning, the partition also has to be computed from the final result in an additional post-processing
step.

When applying the Cut-Pursuit algorithm, we first need to consider which data will be used for g, the
input to the Cut-Pursuit algorithm. A straightforward approach is to set

(215) g(x) = arg;nin Jr(x)

for the given label potentials, but especially for segmentation, using the color or grayscale image data
directly is also reasonable under the assumption that piecewise constant objects in the RGB image
correspond belong to separate labels, as done for algorithms such as SLIC.

We have chosen the search-trees implementation of [40] to solve the discrete version of the binary
partition problem stated in (2.12). This can be done by reformulating the energy into a flow-graph structure
with two additional terminal nodes sink and source. How to assign the right capacities to the edges can

2.B. ALGORITHMIC DETAILS

17



18

be taken from [159] or [286]. A significant bottleneck of this straightforward maxflow implementation is
that the computation is difficult to parallelize. Thus, the computational time can increase drastically for
very large images or other input data. For real-time applications with access to parallelization via GPUs or
CPUs with sufficient cores we would recommend porting the entire pipeline into a single framework and
using a primal dual algorithm with diagonal preconditioned stepsizes as in [226] not only for the minimal
partitions problem but also the binary cuts. Especially running both subroutines on the GPU is potentially
highly beneficial for large images. On the other hand, solving the binary cut with a primal-dual algorithm
only approximates the solution in finite time and convergence criteria have to be chosen carefully to
guarantee accurate results. In contrast maxflow termination criteria are straightforward, which is why we
focus on maxflow in this work, aside from its applicability to weaker hardware with low specifications.

2.C Experimental Setup

We implement the graph-structured optimization of the convexified partition problem via a primal-dual
algorithm [54] with diagonal preconditioning [226]. The preconditioning allows us to reconcile the step
sizes of the algorithm with the varying sizes of the graph partitions. We use the implementation of this
algorithm from https://github.com/tum-vision/prost, which conducts GPU computations with a Matlab
wrapper. The L°-CP implementation is written in Matlab using just the internal maxflow implementation.
For the usecase study we use colors and coordinates as features to be classified via a 2-hidden-layer fully
network with batchnorm and RelLU activations with 6 and 12 hidden neurons. Due to the tiny architecture
and the few scribbles, the training of the network takes 18 seconds on a Laptop CPU (without fine-tuning
the hyperparameters), and inferring pixelwise unaries on the entire 1440 x 1920 pixel image takes less
than a second.

For the comparison of the inset table (Table 1) we consider three example images, 1. "cedar.omp"[296], 2.
"fish.jpg"[188], 3. "bin.png"[253], computed for a multi-label segmentation with L = 16 labels. Reduction
Rate is the ratio between the number of segments to the full number of nodes. Time save describes the
ratio of time that was saved by the graph discretization and Energy offset the ratio of energy mismatch.
Note that we always denote the measured the time as the sum of the time used for the reduction method
and the computational time to solve the label problem.

2.D Superpixel-Sublabel Stereo Lifting

When using a sublabel-based stereo estimation, then attention has to be paid to the treatment of the
data term, as it does not bear the linear structure with to respect to the label coefficients anymore and
hence interferes with the direct application of the proposed graph reduction. A closer look on the stereo
problem formulation of [197] however reveals that the data term in between two neighboring labels is
formed by calculating the convex envelope over the finitely sampled disparity costs. To be more precise,
the stereo matching cost can be regarded as a in general non-linear data term f,: RY — R for each
x € Q. It directly operates on the lifted variable function u: Q — R”. The data term is then relaxed to
f2* for each z. This eventually amounts to a piecewise linear data term for each interval. Summing the
data terms over superpixels, however, even yields a tighter convex approximation as
M

(216) S ([ gee) = [ gas

=1 K

where the left data term is the one effectively used when applying the method from [197] to superpixels
as discussed.

2.E Further plots

Figure 2.8 shows the fidelity of the L°-Cut Pursuit representation of an RGB image. The reduction 0.45%
in comparison to the full grid is hardly noticable without zooming in. Figure 2.9 shows a variant of Figure
6 in the paper. We visualize PSNR / SSIM / DICE values for the cartooning problem. These are computed
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Figure 2.9: Computing the minimal partition on the graph is much more efficient than grid subsampling
or SLIC superpixels. Left: Time saved vs 100% on the full grid plotted vs PSNR/SSIM/DICE score of the
segmentation vs the full grid segmentation. Right: The number of nodes compared also compared to the
PSNR/SSIM/DICE score of the segmentation.

by reassembling the output image from the piecewise constant segmentation and comparing it to the
input image.

2.E. FURTHER PLOTS







CHAPTER : ;-

Composite Optimization by Nonconvex
Majorization-Minimization

Contextualization

This chapter reprints the publication "Composite Optimization by Nonconvex Majorization-Minimization",
published as a journal publication with the SIAM Imaging journal with co-author Michael Moeller (Geiping
& Moeller [2018] [104]). This chapter will focus on composite optimization as introduced in (1.3), centered
on an application based on variational methods. The lifting approaches discussed in Chapter 2 can only
be applied to a special class of non-convex optimization problems - free discontinuities - containing
integrals over nonlinear functions acting on a point z and their boundary, E(x) = [, v(u, z(u), V(u))) du.

However, applications such as Time-of-Flight reconstruction [150] lead to imaging conditions that require
the inversion of an imaging operator, e.g. a blur operator, which acts on a neighborhood of points and
thus breaks the above mentioned definition of a free discontinuity problem. Conceptually, this work can
be understood as an iterative approximation to the task of optimizing nonconvex problems composed of
both an outer operatorand an inner free discontinuity problem. We construct a minimization-majorization
strategy that builds a majorizer in each step which can in turn be solved by optimizing a subproblem
that can be lifted. As this approach of a composite majorization-minimization algorithm with nonconvex
majorizer was not yet contained in the literature, we analyze this setting in general and utilize insights
from modern optimization theory to derive convergence properties for the case of arbitrary mappings
of L-smooth adaptable functions G : R™ — R, continuous functions p : R* — R™ and R : R® — R
composited to

E(z) = G(p(z)) + R(x),

see also (1.3). Later chapters will contain a variety of bilevel optimization problems, which are a special
case of composite optimization problems considered here. For bilevel problem, the complexity of p will
however require specialized tools that we will develop in those chapters.

This project was conceived after long discussions about possible strategies to incorporate operators
into lifting frameworks. Michael Moeller suggested the initial experiment of a nonlinear Jacobi iteration
as iterative approach, which is now contained as motivating example in section 3.2, further provided
support and crucial critical discussions for many proofs and definitions in this work, and contributed to
the quality of writing and mathematical style of this work. Jonas Geiping introduced the generalization of
this problem to L-smooth adaptable functions, defined the necessary conditions and assumptions, proved
the statements on descent, slope bound and global convergence, provided the implementation details,
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visualizations and implemented the algorithm in Matlab for the synthetic examples and the application
in Time-of-Flight Imaging. Additional unpublished appendices containing a continuous reformulation,
and further details regarding the grid search employed in some examples, are provided in this thesis.

This work was further improved by anonymous SIAM Imaging reviewers who graciously helped to iron
out consistency issues regarding properties of the reference function » and its domain.

Abstract

The minimization of a nonconvex composite function can model a variety of imaging tasks.
A popular class of algorithms for solving such problems are majorization-minimization tech-
niques which iteratively approximate the composite nonconvex function by a majorizing func-
tion that is easy to minimize. Most techniques, e.g. gradient descent, utilize convex majorizers
in order to guarantee that the majorizer is easy to minimize. In our work we consider a natural
class of nonconvex majorizers for these functions, and show that these majorizers are still
sufficient for a globally convergent optimization scheme. Numerical results illustrate that
by applying this scheme, one can often obtain superior local optima compared to previous
majorization-minimization methods, when the nonconvex majorizers are solved to global op-
timality. Finally, we illustrate the behavior of our algorithm for depth super-resolution from
raw time-of-flight data.

34 Introduction

Many imaging tasks that can be regarded as the minimization of some objective function, also called
energy, can be solved by nonlinear optimization. Unfortunately, many energies arising from the faithful
modeling of the data formation process and a state-of-the-art regularization term are inherently non-
convex, coupled, and high dimensional. Since determining the global minimizer of such a cost function is
rarely feasible, one frequently turns to (gradient-based) methods that only find a, possibly sub-optimal,
critical point of the energy landscape [205].

Interestingly, some high-dimensional nonconvex optimization problems do admit a global solution within
reasonable time. Besides problems for which the solution can be determined analytically, the aforemen-
tioned class includes separable problems on a bounded domain, i.e. problems for which the minimization
of an energy F with respect to some variable © € R™ decomposes into the minimization of separate
low-dimensional energies, e.g. E(u) = >, E;(u;). Even more remarkably, there are several types of
non-separable nonconvex optimization problems which can be reformulated as convex problems, e.g. via
convex relaxation techniques [56] or via functional lifting [228], and still yield a globally optimal solution
to the original nonconvex problem. Unfortunately, the aforementioned techniques rely on a special struc-
ture of the objective. Even seemingly minor perturbations of the required structure make it impossible
to exploit these techniques, and lead practitioners to consider local (gradient-based) methods again.

Interestingly, many of such local methods admit an interpretation in the framework of majorization-
minimization techniques: In each iteration, the energy E is approximated by a simpler function E,x
which satisfies

Euk (u) > E(u)7
E, (uk) = E(uk),
for «* being the current iterate. By defining the next iterate to be the minimizer of the approximation

B,

k+1

u Tt = argmin Ex (u),
u

one automatically obtains monotonically decreasing objective values.
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Figure 3.1: Nonconvex versus convex majorization. (a) shows an energy of type (3.2) with a convex majorizer.
(b) shows the same energy, but with a solvable nonconvex majorizer. The initial point is marked in red,
the global minimum of the energy in green. We can see that the shown nonconvex majorizer can better
represent the given function.

Common gradient-based methods use simple convex approximation functions E,«, e.g. quadratic func-
tions,

(1) By (u) = B(ub) + (VE@H), u— ) + olu— o]

in the case of gradient descent. While this leads to easy-to-solve subproblems, such approximation
functions E,« are only a crude approximation of the original energy and almost all information about
the shape of the original energy landscape is lost.

In this work we propose a novel majorization-minimization technique with nonconvex functions E,,» with
the idea to

1. approximate the original energy landscape much more faithfully, and

2. still be able to minimize E,» globally by considering functions E,« that are either separable or can
be minimized via relaxation techniques.

As illustrated in a simple two-dimensional example in Figure 3.1, one can expect a more faithful approxima-
tion of the original energy to yield 'better’ local minima: While the para-bolic approximation of section 3.
yields a nearby local minimum, the separable nonconvex majorizer in section 3.1 allows to skip several
local minima. In this example, the minimizer of the nonconvex majorizer is in a close vicinity to the global
minimizer after just a single step of the algorithm.

While our motivation comes from the (somewhat heuristic) idea of finding 'better’ local minima, our
convergence analysis does not depend on the subproblems being solved to global optimality. For the
remainder of the paper we consider the minimization of composite energies of the form

(3:2) E(u) = G(p(u)) + R(u),

3.1. INTRODUCTION

23



24

for suitable functions G : R™ — R, p: R® — R™ and R : R" — R, via the iterative minimization of
1 )
(3.3) B (u) = G(p(u")) + (VG(p(u*)), p(u) — p(u®)) + R(u) + oy 1p(u) = p(u®)|[?.

The model function E,« is a naturally global, but nonconvex, majorizer of E for suitable 7 as we will see
later. A typical example for 'simple’ functions p : R” — R™ and R : R" — R is given when both functions
are separable, i.e. p(u) = (p1(u1),...,pn(un)) and R(u) = Y1 ri(u;). In this case, the nonconvex
majorizer (3.3) is then also separable and can be solved in each dimension separately.

We continue summarizing some of the related work for nonconvex and composite optimization problems
and illustrate how the proposed majorization-minimization technique (3.3) differs from the methods that
have been considered in the literature so far.

3.11 Related Work

The current field of nonlinear optimization is quite wide. In the following overview of related work we focus
on results, that like our method do not require convexity of the objective function and we limit ourselves
to generalizations of first-order methods. The general framework of majorization-minimization methods
has been reviewed widely in the literature of the recent decades, see for example, [127, 186, 273, 298].

The first option for tackling the minimization of (3.2) is to ignore the composite structure of G o p, naturally
leading to schemes like the aforementioned gradient descent (GD) (3.1) or the closely related forward
backward splitting (FBS) [61, 25, 206]. As we will see in more detail below, the proposed scheme recovers
such algorithms in the special case of p being the identity. The convergence' of a general class of
nonconvex first-order descent methods, including GD and FBS, was shown e.g. in [11]. It is important to
note that such a convergence is nontrivial for arbitrary nonconvex functions and requires, for example,
some algebraic notion of 'tameness’ [131], that is nevertheless usually present in practice.

The most limiting assumption in these first-order methods is the Lipschitz continuity of the gradient
of ' = G o p, the first part of the objective function. This class of problems was recently extended in
[18, 37, 27] to L-smooth adaptable functions, these functions are not necessarily convex or L-smooth, only
a Legendre function h must exist, so that Lh — F is convex for some L > 0. The previously mentioned
methods can be extended to a descent 'relative’ to these Legendre functions. Defining the Bregman
distance of h as Dy, (u,v) = h(u) — h(v) — (Vh,u — v), [37]'s majorizer can be written as

(3.4) B (u) = (VF ("), u — u*) + R(u) + %Dh(u,uk).

They show that the sequence of iterates generated by this type of majorizer converges for appropriate
7 and conditions to h, F and R, which include the Kt-property [33] (which follows from the mentioned
notion of 'tameness’) and the assumption that dom h = R”.

We can relate [37] to the earlier approach of [71]. Here, the functions h are restricted to induced norms,
however they are allowed to change during the sequence of iterations, h* = 1|| - ||4, where each A*
is a symmetric positive definite matrix. These matrices are chosen so that (3.4) is a majorizer of E at
u®, which is in turn guaranteed if Dy«_p(u,u*) > 0. This is a weaker assumption than h — F' convex,
which is equivalent to Dy,_¢(u,v) > 0, but limited by the use of induced norms. [71] also shows global
convergence under the Kt-property.

Recent works have also proposed general frameworks for iteratively replacing the original minimization
problem with simple approximation functions E,. beyond majorization-minimization. [88] analyzes ap-
proximation functions E,, satisfying |E,« (v) — E(u)| < w(||u — u*||) for a proper growth function w. A
minimization scheme of these approximation functions exhibits subsequential convergence to critical
points, even if the subproblem evaluations are inexact. These approximation functions need not neces-
sarily be convex, but the distance of their subsequent evaluations must tend to zero. A slightly different

'In the context of first order methods, we consider 'convergence’ as implying that the sequence of iterates converges to a
stationary point of the objective function.
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generalization is discussed in [214], where approximation functions constructed by E,;x = E,x + Dj, (u, u")
with |E,« (u) — E(u)| < w(||u—u¥||) are examined. Here w is a growth function and D;, a Bregman distance
generated by a Legendre function, generalizing the previously discussed (3.4). Subsequence convergence
can again be shown here, under relatively weak conditions. However the approximation function E,» is
taken to be convex in [214] to, among other properties, guarantee the success of a backtracking scheme
and reach an implementable algorithm.

A review of Majorization-Minimization methods that still allow for a sequence of iterates to converge
globally under the Kt-property can be found in [34]. There, majorizers E, are required, most prominently,
to be m-strongly convex and to fulfill the abstract descent inequality dist(0,0E,(u)) < c||v — u||. This
condition however, will be difficult to fulfill in our setting due to the presence of p, and we will thus seek
convergence under different conditions.

Coming to related work in composite optimization we find that there are two ways to handle problems
of type (3.2): Either we linearize the outer function G in each approximation, or the inner function p.
Linearizing the inner function p leads to methods that are reminiscent of classical Levenberg-Marquardt
algorithms for nonlinear least-squares problems. The approximation function can be written as

(3.5) E,(u) =G (p(uk) + Jp(uk)(u — uk)) + R(u) + %Hu — |2,

where J, denotes the Jacobian of p. A classical application for this composition are systems of nonlinear
equations. Due to the inner linearization, it is in general not required that G is smooth. Subsequence
convergence follows as a result of [171, 88] or [214]. Global convergence for convex G and R = 0 is shown
under the Kk-property in [222]. Further literature can be found under the terms ’prox-linear’ or 'prox-
descent’, e.g. [171, 89]. Linearizing the outer function leads to algorithms related to iterative re-weighting
procedures:

(36) B (u) = G(p(u®)) + (VG(p(uh)), p(u) — p(u®)) + R(u) + %Ilu -,

Subsequence convergence follows from the general result of [88] under the assumption that the distance
of subsequent iterates tends to zero. Further analysis, related to special cases in iterative re-weighting
can be found in [213] or under more general assumptions, but including the convexity of E,,« in [214]. The
connection to iterative reweighting is immediate for concave G, as then 7 can be taken arbitrarily large
and the proximal term vanishes. This formulation is closely related to our work and differs from ours
in the way we measure the distance to the previous iterate. We later discuss the implications of this
difference.

As a first visualization, Figure 3.2 and Figure 3.3 show these majorization functions in two dimensions.
For a nonconvex function of type (3.2) in subsection 3.1, a gradient descent majorizer is shown in sub-
section 3.1.1 and a forward-backward splitting in subsection 3.1.1. We see that for both majorizers their
respective minimizers, marked in green, are located in a close neighborhood to the current iterate,
marked in red. Both algorithms will likely converge to a nearby local minimum of the original energy
subsection 3..1.

The presented related majorizers for composite optimization are shown in Figure 3.3. Subsection 3.1.1and
Subsection 3.11 show both linearization variants, namely (3.5) and (3.6). These generally produce more
faithful representations of the original energy (subsection 3.1.1), but both minimizers are still far away
from the global minimum. Finally, Subsection 3.11 shows our majorizer (3.3). Note that the minimizer of
this majorizer can not only be computed efficiently due to its separability, but also allows for a global
view of the function and its minimizer almost coincides with the global minimum although the initial
point is quite far from it.

Finally, a recent preprint [36] proposes to solve composite minimization problems with a different ap-
proach, namely a nonlinear splitting variant, reformulating the problem to

(37) uﬁ?eiﬁn G(v)+ R(u) st p(u) =,

3.1. INTRODUCTION

25



26

i = 0 '
0

Figure 3.2: Visualization of related work. (a) shows the original function of type (3.2), (b) shows a gradient
descent majorizer (3.1), (c) shows a forward-backward splitting majorizer (3.). The point «* is equal in
each figure and shown in red and the minimizer «*+! in green.
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Figure 3.3: Visualization of related work. (a) shows a prox-linear type inner linearization (3.5), (b) shows
an outer linearization (3.6), (c) shows finally shows the proposed (separable) majorizer (3.3). The point
u® is equal in each figure and shown in red and the minimizer »**+! in green.
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and introducing an augmented Lagrangian formulation

(3.8) Jmin G(v) + R(u) + (w, p(u) = v) + Zlp(w) = o]
with an additional variable w € R™ that mimics the dual variable of the convex setting. This is a quite
interesting result, as it shows that the complementarity of forward-backward splitting and augmented
Lagrangian methods can be extended into the composite setting. Whereas our method is a generalization
of forward-backward splittings, their work generalizes ADMM [99]. Critically both ours and their approach
rely on the efficient solution of a nonlinear programming task as intermediate step in the algorithm. For
us, this is the nonconvex majorizer (3.3), the corresponding problem in [36, Eq. (6.3)] is the minimization
of (3.8) for u:

k
(39) W= argmin G + R(u) + (w0, plu) = vF) + T lpu) — o 4 B — k2

u

Both subproblems are in general equally difficult as they are connected for i = 0, identifying v*+! = p(u*)
and w* = VG(p(u*)).

Although formulated in less generality in terms of the involved functions but in more generality in terms
of the number of nested functions, the update equation of the related work [98, Eq. (11)] for solving
problem (3.2) can be written as

W = argmin R(u) + lp(u) — o) + 0 (VG(p(b)), plu) — p(u)) + 5w — b,

for an affine linear p. This is similar to the proposed algorithm but also contains the additional proximity
term for v — u*. The analysis we provide in this work could make it interesting to revisit [98] in the
two-layer case.

Solving the subproblems via lifting. While the convergence analysis of our approach will make rather
weak assumptions on the global quality of the solution used in each of the subproblems (3.3), we found
our method to be particularly effective and successful if the (nonconvex) subproblems are solved to
global optimality. This raises the question what types of functions allow to determine globally optimal
solutions to such subproblems.

A rather simple case occurs if the involved functions are separable or separable into blocks of few
variables. In these situations we can apply exhaustive search and branch-and bound algorithms to each
block separately [143, 115].

More interesting for imaging tasks is the class of functions where the subproblems can be solved by
functional lifting. 1t was shown in [228, 53] that free discontinuity-type energies, in particular,

(3.10) E(u) = /Q v(z,u(x), Vu(r)) dz, ue WHH(R™ R)

with » : R x R x R® — R being continuous in its second argument, and convex and continuous in its
third argument, can be optimized globally by lifting the problem into a higher dimensional space where
it admits a convex representation. Recent works, e.g. [197, 196], discuss how to discretize the continuous
formulation accurately and return to the finite-dimensional setting of this work.

We therefore expect to be able to solve all nonconvex majorizers E, . that are a discretization of (3.10) to
(near)-global optimality, allowing us to consider highly non-trivial majorizing functions. Similar relaxation
methods exist in the discrete community via graph cuts for Markov random fields, see [152, 41, 133] and
the references therein.

3.1.2 Organization of this work

This work introduces an optimization algorithm for the sum of a function and a composite function, which
iteratively minimizes a nonconvex majorizing function (3.3). The algorithm is detailed and discussed in
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section 3.2 and basic properties are discussed in the first part of section 3.3. The second part of section 3.3
then extends these basic properties to a global convergence under the Kt-property and uniqueness of
R-minimizing solutions. Several generalizations and implementation details follow in section 3.z. Finally,
section 3.5 shows some promising numerical results on synthetic examples where the proposed algorithm
is able to find better minima than competing first-order methods, while being much more efficient than
methods from global optimization applied to the discussed problem class (3.2). We then close section 3.5
with an application to depth super resolution from noisy time-of-flight data.

3.2 The General Principle

Before we begin the formal introduction of the necessary context and provide convergence and basic
properties in their full generality it is instructive to reduce the problem formulation to a very simple test
case.

Let us consider the standard Jacobi-iteration:
311) uFtt = D7I(f - (A= D)u")

which solves the linear equation Au = f for symmetric A € R"*™ whose diagonal is D. We can interpret
this scheme as successively minimizing the function

(312) By (1) = (u, %Du + (A= D)k — ) — (uF, %(A — D)uby,

which is a majorizer to E(u) = 1(u, Au — f), if D — A is positive definite. Now we would like to solve the
nonlinear equation system Ap(u) = f for some function p : R™ — R". And we do the same as before
and apply our previous majorizer to p(u):

(313) W = argmin{p(u), 3 Dp(u) + (A — D)p(u) — ) — {p(u*), (4 — D)p(u)).
If p is separable, then these problems can still be solved efficiently in each dimension, thereby iteratively
solving Ap(u) = f. As we will see in more detail in Example 3.1, (3.13) is a particular instance of the
algorithm we propose and study in this paper, yielding nonconvex majorizers that are still easy to minimize.
While this illustrates the main idea of our algorithm, the situation becomes even more interesting if an
additional regularization R makes a substitution like z = p(u) impossible.

3.214 The Algorithm
Now we are ready to formulate the algorithm in full generality.

We consider the task of minimizing functions £ : R" — R U {+oc} =: R and define the domain of E
by dom F =: {u € R" | E(u) < oo}. We denote the closure of this domain by dom E. A function is
proper if dom E # (). We call a function lower semi-continuous if we have lim inf, ,; F(u) > E(u) for all
@ € dom E. The distance of a vector u € R™ to a subset S of R is defined via dist(u, S) = inf,es ||u — z||.
We denote the pre-image of a mapping p on a set S by p~1(S). A proper function is essentially smooth if
its convex subdifferential o is locally bounded and single-valued on its domain [20] or equivalently if
dom Oh = int dom h # @ [240, Thm 26.1].

We consider the optimization problem

(314) min B(u) = G(p(u)) + R(w),

minimizing the composite and additive model E over a closed set defined via A = p~1(C) for a closed
convex set C C R™ with int C # (. We employ a convex function / that mirrors the geometry of the
problem and mimics the behavior of G. We make the following assumptions on these functions:

Basic Assumptions:
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« h: R™ — R is a proper, lower semi-continuous, convex function that is essentially smooth with
domh = C,

+ G :R™ — Risa proper, lower semi-continuous function with dom » C dom G, which is differentiable
on intdom h

« R:R™ — Ris a proper, lower semi-continuous function and dom R N p~!(int dom h) # 0.

* p:R™ — R™ is a continuous function.

Under these assumptions, E is a proper, lower semi-continuous objective function. We define the Breg-
man distance of two vectors u € R™ and v € int dom h C R™ relative to the chosen function h by

Dp(u,v) = h(u) — h(v) — (Vh(v),u — v).

1,v) = oo if v ¢ int dom h. We choose a step size 7 > 0 to be discussed later, a starting

and we set Dy (t
L(int dom h), and then apply the following iterative scheme:

vector u° € p~

Main Algorithm:

(315) u*! € argmin th(P(U)v p(u*)) + (VG (p(u®)), p(u) — p(u®)) + G(p(u")) + R(u)

=

Dicussions of well-definedness and convergence will also follow later in section 3.3. The use of a Bregman
distance is an immediate generalization of the usual squared norms, e.g via h(u) = %||ul|3, which allows

us a greater level of generality, as we will discuss later in section 3.4.

Example 3.. Returning to the Jacobi example from before, we now see in particular that setting G(v) =
(v, Av — f), R(u) = 0 and h(u) = |u|[3, exactly recovers the nonlinear Jacobi updates in (3.13).

In practice this algorithm is applicable even if the subproblems (3.15) can only be solved up to a local
optimum. However it is especially interesting if (3.15) can actually be solved globally. In our applications
we mainly consider three interesting cases for this, although our theoretical analysis in later chapters is
not necessarily limited to those.

First, if p and R are Lipschitz and separable, in the sense that p : R" — R" can be written as p(u) =
(p1(u),...,pn(u,)) and R : R — R can be written as R(u) = >, r;(u;), then (3.15) decomposes into
one-dimensional subproblems for each u;. We use separable h(u) = >, h;(u;), S0 that Dy, (u;, v;) =

hi(u;) — hi(v;) — R} (v;)(u; — v;) and find that the majorizer decouples so that

uk
(316) uF* € argmin Dy, (ps(us), ps(u)) + 22LD (00 — b)) + i),

K3
[ T 8U1‘

These univariate nonconvex problems can be solved very efficiently and in parallel by uniform grid
searches or more elaborate exhaustive branch-and-bound strategies, due to the Lipschitz properties R
and p whenever R has a bounded domain.

A particularly interesting and practically relevant case are energies of the form

m n

(317) E(w) =Y F (Y pijluy) |+ rilus),
i=1 J=1 i=1
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Figure 3.4: Proximity relative to p can be crucial during minimization. Initialization marked in black, global
minimum in dark blue. Our majorizer, i.e. (3.15) and its minimizer are marked in green. A majorizer that
measures proximity relative to v, i.e. (3.6), shown in yellow. The left figure shows a single step, the right
figure shows the algorithm output and final majorizers.

where we have p;; : R - Rand r, : R — R, F; : R — R and we again assume a bounded domain. These
models appear naturally in several nonlinear regression tasks. But again, the problem can be decomposed
into one-dimensional subproblems and we apply our algorithm, as the subproblems decouple if we set

Gv) =3, Fi(Z}ll vij) and p = (p11, .- -, Pmn)-

Remarkably, both of the above examples still yield (near)-globally solvable subproblems, if the separable
regularization is replaced by a suitable penalty on the gradient of the unknown. While such subproblems
are nonconvex and non-separable they can still be solved efficiently with the lifting techniques discussed
in the context of equation (3.10). We detail these types of problems in subsection 3.4.3.

3.2.2 Special Cases

We note several cases, where the method reduces to simpler approaches: First, if p is the identity, then
we immediately recover a non-composite problem, the setting of [37]. If p is invertible, then we can
minimize over z with the regularizer R(p~!(z)) and again recover a non-composite problem. Further, if G
is separable as well, then it would be easier to take the whole problem directly as a nonconvex majorizer,
which would converge in a single iteration. If the regularizer R is zero, then the algorithm works fine, yet
we would like to highlight that it is possibly easier to solve the minimization over G(v) first under the
constraint of v € p~!(int dom h) (for separable p, h this would be an especially easy constraint), and then
optimize Dy (p(u),v*).

3.2.3 Proximity relative to the inner function

Unlike standard schemes, (3.15) measures the proximity between p(u) and p(u*), instead of v and u* as
in previous works on composite optimization [89, 88, 39, 214]. However our choice, motivated by the
nonlinear Jacobi example previously mentioned, is advantageous, whenever the subproblems can still
be solved efficiently.

The main advantage is the leverage we gain. By updating relative to p, we are able to directly apply
smoothness properties and subsequent descent lemmas for G, easily finding a global majorizer in each
step. Furthermore, our step size can now be chosen analytically independent of p and all new iterates
are feasible in the sense that v**! € dom p and p(u**!) € dom h.

To make a more intuitive argument, we also note that penalizing the direct proximity between « and u*
of course limits the updates «**! to a neighborhood of «*. If we are able to solve subproblems to global
optimality, then limiting our updates in a local area seems unnecessary. If we penalize the proximity in
p, then we only stay in a local area relative to G, which is necessary, as we linearized G. But otherwise
we allow for arbitrarily large updates as long as p(u) is similar to p(u*), which is of no issue, as we solve
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our subproblems globally. By this approach we hope to find interesting stationary points globally and
not just locally in a neighborhood around the starting vector.

Figure 3.4 visualizes this behavior in 1D. Given G, a smooth version of min(u?, \), p(u) = sin(u) and
R(u) = a|u| we majorize around the black mark using h(u) = u%. We see that the proximity relative to p
is critical for reaching the global minimizer.

It is quite instructive to compute both update steps for a linear composition example, i.e. E(u) = F(Au)
for A € R™*". One can check that the updates relative to p;;(u;) := a;;u; in (317) then correspond to a
gradient descent with diagonal preconditioning, whereas the update in u directly would correspond to
standard gradient descent.

3.3 Algorithm Discussion and Convergence

In the following section we will analyze convergence properties of the proposed algorithm. We will specify

the assumptions we make on G, discuss well-posedness of subproblems and give a descent lemma.

We will then make further assumptions on tameness of the function and uniqueness of R-minimizing
solutions to prove global convergence.

During this discussion we will move toward the exact structure of the main algorithms (3.15) in three steps,
the first two being variants, where we first only assume that the subproblems (3.15) are solved 'sufficiently’
and then only assume that the subproblems are solved 'sufficiently’ to a stationary point. We do this to
highlight precisely when global solutions to the subproblems are necessary and what advantages this
confers; knowing that for some problems, solving the nonconvex subproblem to global optimality, might
be too difficult.

3.31 Basic Properties

To find fixed step sizes for the algorithm we need to assume some bound on the change in the gradient
of the function. An appropriate generalization of Lipschitz continuity that gives a bound "relative" to the
chosen function k [18, 37], defines the following property:

Definition 3.2 (L-smooth adaptable). A proper, lower semi-continuous function G : R™ — R is called
L-smooth adaptable relative to a convex function h if there exist L > 0 so that Lh — G is convex on
int dom h.

As a consequence of the L-smooth adaptability property we have the following descent inequality:

Lemma 3.3 (Descent Lemma, [18, Lemma 1]). Ifthe proper lower semi-continuous function G is L-smooth
adaptable relative to an essentially smooth convex function h so that dom h C dom G and G is differen-
tiable on int dom h, then

G(z) — G(w) — (VG(w),z —w) < LDp(z,w) Vz,w € intdom h.

Proof. Ds(z,w) > 0Vz,w € R™ifand only if f is convex. Hence Dy;,_¢(z,w) > 0 whichyields D¢ (z, w) <
LDy (z,w), due to the additivity of the Bregman distance. [ |

We define the subproblem energy in the following by
(318) Eyr(u) = %Dh(p(w, p(u")) + Gp(u*)) + (VG(p(u?)), p(u) — p(u®)) + R(w).

for some u* so that p(u*) € intdomh. For the first part of this section, we now make the following
assumptions:

Assumptions A:

 Our basic assumptions from subsection 3.2 hold,
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« E is bounded from below,

« E is coercive,

Lh — G is convex on int dom h,

- Everyiteration is solved sufficiently, so that E,» (u**1) < E .« (u*) = E(u¥) and u*+! € p~!(int dom h).

Under these assumptions we will discuss the validity of (3.18) as a majorizer for E and the well-posedness
of the minimization of £, (u). Note that in practice, we often gain coerciveness by considering functions
E with a bounded domain. The most important assumption here is the smoothness assumption on G
given by its L-smooth adaptability. The fifth assumption is very general and holds, for example, already
when each sub-problem is solved only by finite sampling. We also need the technical assumption that
p(u**1) € int dom h, which holds e.g. if dom h = R™ or if R is convex and p is continuously differentiable.
It can also be guaranteed through a set of constraint qualifications arising from [241, 10.6,10.9], yet we
omit further discussion of this issue.

Lemma 3.4 (Majorization Property). Under the assumptions A, given some T < 1 and p(u*) € int dom h,
E,x(u) is a majorizer of E, i.e. it fulfills the properties
* Egn(u) > E(u) YueR™

Proof. A quick computation shows that E,«(u*) is equal to E(u*), as the Bregman distance Dy, (z,y) is
zero if z = y and z,y € int dom h. Now, using Lemma 3.3 for G and inserting arbitrary p(u) € int domh
and p(u*) € int dom h gives

G(p(w)) < G(p(u")) + (VG(p(u?)), p(u) = p(u*)) + LD (p(w), p(u*)).
On the other hand, we have, dueto 1 > I,
Eyi(u) > LD (p(w), p(u?)) + G(p(u*)) + (VG (p(u*)), p(u) — p(u*)) + R(u).

Combining both inequalities gives the desired result for any « € R" st p(u) € intdomh. If p(u) ¢
int dom h, then E,x (u) = oo, so that the inequality is trivially fulfilled. |

Now let us consider the set of minimizers of E . (3.18):
(319) M, (u) = {u € A | u € argmin Ex (u)}
u
Lemma 3.5. Under the assumptions A, the set M. (u*) is non-empty and compact for any u* € dom E
ifr < %

Proof. We already know that E is coercive. However, as E, is a majorizer for 7 < 1, E«(u) > E(u),
it is itself coercive. Furthermore E and hence E,: is bounded from below. As a result £, (u) is lower
semi-continuous and proper with bounded level sets. [241, Theorem 1.9] now guarantees that inf £« is
finite and that the set M, (u*) is non-empty and compact. |

3.3.2 Descent Properties

As usual for majorization-minimization algorithms, we gain a monotone decrease in the objective func-
tion:
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Lemma 3.6 (DescentLemma). If the assumptions A hold, then the energy E is monotonically decreasing
for all iterates u* if r < + is chosen as step size. The descent rate is

1—-7L
T

(3.20) B — Bb) < === Dy (p(u* 1), p(u¥))).

Proof. Using Lemma 3.3 for G we insert p(u**1) and p(u*) so that

Gp(u"t)) = Glp(u*)) < (VG(p(u?)), p(u* ) = p(u?)) + LDK(p(uF ), p(ul)).
Furthermore, because every iteration is solved sufficiently, we know that

%Dn(p(uk“), p(u")) + (VG (p(u®)), p(u) = p(u®)) + R + G(p(u")) < G(p(u®)) + R(u").

Adding both inequalities yields
Glp(H ) = Glp(h) + ROMY) = R(ub) < (L= 2)Du(p(uh), p(u))

which is the desired result. Due to the convexity of h, the right-hand side is always non-negative if
T < % [ |

From this we gain convergence in function values, subsequence convergence and some notion of conver-
gence speed. For clarity of presentation we define the "outer" sequence z* := p(u").

Corollary 3.7. Under the assumptions A, we see that for a step size of < +

- the sequence of function values (E(u*))32, converges to a limit E*,

e limg o0 Dp (2741, 2F) =0,

- there exist converging subsequences (u*)2  and (zF1)2,,

« the sequence min; <<y Dy (zF11, 2*) converges to 0 with order O(+).
Proof.. Surr_1ming both sides of the descent inequality in (3.20) for ¥ = 1,..., N and simplifying the ex-
pression gives

N
ay Du(z*, 2% < Bw') - EM) < C
k=1

fora = =7L > 0. (E(u*));2, is a monotone decreasing sequence, that is bounded as —oo < inf E <
E(u*) < E(u') and thus converging. We gain the existence of converging subsequences u* due to these
bounds and the lower semi-continuity and coercivity of E. The continuity of p allows us to extend this to
the existence of converging subsequences z*'.

Concerning the convergence rate, define a minimal proximity over all iterates

. k+1 _k
N =: min Dy(z z
12 1<k<N h( ) )7

so that

E(u!) — E(u?)

N
ZD}L(quLl’Zk) <

«
k=1
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implies

For later use we define the set of all accumulation points of the sequence «*, generated by our algorithm
for a given starting vector «° as

(3.21) accum(u®) = {u € R™ | Jim u*t = v for a subsequence u* of u*}.
— 00
This set is non-empty as the sequence is bounded and closed as a set of limit points.

3.3.3 Convergence Properties

In this section we want to prove further statements of convergence. Up to now, we only gave assumptions
on G and on the relative minimization of the subproblems. For arbitrary p and R we can thus not expect
a global convergence of the sequence of iterates, u*, mostly because the accuracy up to which each
subproblem is solved has not been specified yet. However, even if the subproblems are solved exactly,
we need to assume some algebraic properties of E.

We will first give an appropriate optimality condition for our subproblems and specify the algebraic
notion of 'tameness’ discussed previously. Under these assumptions we will show a global convergence
of the sequence 2* = p(u*) and convergence to critical points. This is a natural convergence result as
the distance of successive iterates is only measured relative to Dy, (p(u), p(u¥)). It can be a conscious
modeling choice to allow several equivalent critical points «* to be found by a single run of the algorithm.
However we will also see that the choice of regularizer R directly controls a global convergence in u*, if
the subproblems are solved to global optimality.

From now on, we consider a limiting subgradient:

Definition 3.8 (Subgradients [241, 8.3]). A function E : R" — R has the subgradient v € R™ at a point
u € dom E, if

>0

lim inf Ew) - B(@) _’: {v,u - @)
A |luw — 4l
and we write v € OE(u). v is further an element of the limiting subgradient E(u) at  if sequences exist
so that u* — 4, while E(u') — E(u) and v* — v for v* € 9E(u?).

Note that in our case there exists some u for every u* € p~!(int dom k) so that 9« (@) is non-empty due
to Lemma 3.5 and Fermat’s rule [241, 104]. Rockafellar’'s optimality condition for limiting subgradients
over a set [241, 8.15] is a necessary condition for local minima. For our needs we consider the following
version:

Lemma 3.9 (Optimality Condition). If assumptions A hold and p is continuously differentiable, then a
local minimum of (3.14) at @ € p~*(int dom h) implies that

(3.22) — J,(a)*VG(p(u)) € OR(u),
Proof. This follows from [241, 8.15] and [241, 8.8], as the constraint u € p~!(domh) is not active for
@ € p~*(int dom h). |

We further call the set of all points « that fulfill this condition critE.

However considering just the subdifferential of arbitrary functions leaves too many pathological cases for
successful analysis of global convergence properties [87]. We thus follow recent literature on nonconvex
optimization and consider functions that further satisfy the Kurdyka-tojasiewicz property:
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Definition 3.10 (Nonsmooth Kurdyka-tojasiewicz property [32]). Fora proper and lower semi-continuous
function E : R™ — R, we define its local Kurdyka-tojasiewicz property (Kt) at a point w € dom E by the at-
tribution that there exist n > 0, ¢ € C°[0,7)NC*(0, n) with ©(0) = 0, ¢ concave, ¢’ > 0 and a neighborhood
U(a), so that

' (E(u) — E(u))dist (0,0E(u)) > 1,
forallu € U(u) with E(z) < E(u) < E(a) + .

If E is for example semi-algebraic, then it satisfies the Kt-property at any « € dom E. A proper semi-
algebraic function E : R® — R has a finite number of critical points [87]. We note that any function
definable in an o-minimal structure satisfies the Kt-property [33]. Further, the property can be uniformized
to yield

Lemma 3.1 ([35, Lemma 6]). Let Q2 be a compact set and consider a proper, lower semi-continuous
function E : R" — R. If E is constant on ) and satisfies the Kt-property at every point in ), then there
existe > 0,7 > 0, p € C°[0,n) N C(0,n) with ©(0) = 0, ¢ concave, ¢’ > 0 such that for all u in Q the
uniformized Kt-property,

¢ (E(u) — E(u))dist (0,0E(u)) > 1,
holds for all w € R™ with dist(u,Q) < e and E(u) < E(u) < E(u) +n.

Now we are ready to collect our set of assumptions.

Assumptions B:

« The function E is continuous on its domain and satisfies the Kt-property at every point in the set
accum(uV),

* his m-strongly convex on int dom h,

« p:R"™ — R™ is continuously differentiable,

-+ LVh — VG is locally Lipschitz continuous on int dom ,

« Given the set Z = (%), we require that Z C intdom h

- every iteration satisfies 0 € 0, (u**1) and uses a step size 7 < 7.
These extended assumptions now allow us to prove the following statements:

1. The sequence of z* = p(u*) converges globally to a value z*.
2. All accumulation points of subsequences (u*)°, are stationary points of E.

3. There is a correspondence between the limit point z* and the accumulation points of the iterates,
given by z* = p(u*) for all u* € accum(u®).

We will see in the proof that the most demanding properties in assumptions B are used to prove a
bound on the slope of iterates, i.e. the inequality dist (0,0E(u**!)) < c|[z*T1 — 2*|| for some ¢ > 0.
Norm convergence to limit points lying on the boundary of dom A from arguments involving the Kt-
property is problematic, as the essential smoothness of i implies that || VAh(y*)|| — oo for y* — y* €
(dom h \ int dom h) [20] so that there will be no fixed bound c. By requiring Z C int dom h we strengthen
the assumption of z* € int dom h from assumption A to the assumption that any prospective limit point
z* will also fulfill z* € int dom h. In comparison to [37], the assumption dom ~ = R™ given therein is a
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straightforward implication of our more technical statement. Our assumption on the continuity of £ and
replaces their assumption that E.« (2*T1) < E,«(2) Vz € int dom h in this subsection.

The ingredients of our proof follow recent literature, e.g. [11, 37], however special care has to be taken as
all estimates of slope and objective value are only relative to the outer sequence of z¥ = p(u*).

Lemma 3.12 (Slope bound). If the assumptions A and B hold, then ¢ < ~c exists, so that
(3.23) dist(0, 0E(u* 1)) < ¢||2" T — 2%|| VkeN.
Proof. Consider the optimality condition of the update equation, as all subproblems are solved exactly:

1Vh<p<u’“>>)

0 € OR(H) + (J,(uH1))" (ve<p<uk>> VRt -

and reformulate to
(o)) (VG(/)(U’““)) ~ VG(p(u"))
= IVA) 4 ST ) € IR+ () (TG ).
Now we see that the left hand side is an element of 9E(u**1), so that we can estimate its norm by
dist(0, 0E(u* 1)) < [[J,(* V)| ||¥ Ch _ G) (441 _ v <ih _ G> (4

op )

where we have denoted the induced operator norm of ||-|| by ||||op. By Lemma 3.6 and the coerciveness of
E, we know that (%)%, is a compact subset of dom h. Assumption B then guarantees that the sequence
is further contained in int dom h. This allows us to extend the local Lipschitz continuity of L1 — G, also
from assumption B, to Lipschitz continuity on this compact set. Furthermore, we assumed p € C'(R",R™)
which implies that its Jacobian ||J,(u)*||op is also Lipschitz on the compact set U for U = (u*)%2 ;. These
properties allow us to find a fixed constant c so that the inequality (3.23) holds for all £ € N. [ |

Before we now come to the main theorem, we first collect a few properties of the set accum(u®), that will
allow the application of Lemma 3.11.

Lemma 3.13. E is constant and finite on accum(u®), i.e. E(u) = E(v) < oo Yu,v € accum(u®) and we
have

(3.24) Jim dist(u*, accum(u?)) = 0.

—00
Proof. (uy)$2, is bounded due to Corollary 3.7. We choose a subsequence (u*t) with limy_, . u** = u*.
From the continuity of £ on (u*') we infer lim; o, E(u*) = E(u*). We further know from Corollary 3.7 that
the sequence of function values itself is convergent to some value E*, so that F is finite and constant
on all these limit points. Equation (3.24) is true for all bounded sequences. |

The following proof is now a slight adaptation of usual strategies for convergence under the Kt-property
[11] or [37, 210], with the difference that we apply the Kt-property to the set accum(u®) instead of the
set of critical points, which nevertheless fulfills E(u*) < E(u*) < E(u*) + n for any v* € accum(u®)
as required in Lemma 3.1, due to the monotone descent of the algorithm. We then apply our previous
results and find a global convergence in 2% = p(u").

Theorem 3.4 (Global Convergence). Under the assumptions A and B, the sequence 2* either has finite
length, >"77 , ||zF*1 — 2*|| < oo, and converges to a limit z* € int dom h, or can be terminated after a finite
number of steps.
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Proof. Toapply the Kt-property, we need to verify that E(u*) < E(u*) forallindices k that we considerand

accumulation points u* € accum(u®). Lemma 3.6 shows that E(u**!) < E(u*), due to the convexity of h.

Now if for some index ! we have E(u*) = E(u*), then the monotonicity of the sequence of objective values
implies E(uf*1) = E(u*) for the next index k + 1. Together with Lemma 3.6 this implies Dy (251, 2%) = 0
and by the strong convexity of the assumptions B, z**! = 2*. Furthermore it is possible that iterates
fulfill 2*+! = 2% without fulfilling E(u*+1) = E(u*), as p is not bijective. In both cases, the algorithm can
be terminated, as Lemma 3.12 implies that 0 € 9E(u**1).

Now, conversely, assume that the algorithm does not terminate after a finite number steps. We may then

choose [ € N large enough so that both E* < E(u!) < E* + n and dist(u!,accum(u®)) < ¢ are fulfilled.
The positive constants € and 7 are the ones required by the Kt-property of E w.r.t to the set accum(u").

On this set, E is constant and finite, as discussed in Lemma 3.13. From Lemma 3.1, we then find that
¢ (E(uF) — E*) dist (0,0B(u")) > 1

holds for any accumulation point u* € accum(u®), as E(u*) = E* and for all »* with k& > I. Now we can
apply Lemma 3.2 to find that

1

(3.25) ¢ (Bu) - E7) > dlF =]

Further, we can consider the descent from Lemma 3.6 and apply that A is m-strongly convex to obtain

1—71L m(1—7L)

(3.26) E(uf) — B(u"*1) > -

Dh(zk+1,zk) > ||Zk+1 _ Zk||2.

Analogously to [11, 37], we use the concavity of ¢ to analyze the difference of function values in ¢:
Appr1 =@ (E(uk) — E*) —p (E(uk'H) — E*)
> (E(uk) — E%) (E(uk) — E(uk+1)) .
Inserting (3.25) and (3.26) and denoting constant terms by ¢’ we gain

sz-&-l_zkHQ

A > -
L= ek — 2R 1]

Now we are entirely in the setting of [37, Theorem 6.2] and likewise reformulate to

23/ll2% = L[ A a2 2] - 2|

and use the inequality 2v/ab < a + b to gain
20284 — 2| < J[2F = 2|+ ¢ A g

Summing these inequalities for k =1+ 1,...,n, then yields

n n n
2 ) I =S Y N T Y A

k=l+1 k=l+1 k=l+1
n n
= > N =R T = [T A Y A
k=l+1 k=l+1

n
< 3R =R 1A = A 4 A
k=Il+1
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where the last inequality is gained by telescoping all A. Reinserting the definition of A;4; 4+, and
simplifying then results in

n
Z ||Zk+1 _ZkH < ||Zl+1 —Zl|| —l—c’ap(zl _Zl+1) —CQp(Z” _Z71,+1) < 00
k=I+1

As ¢ is positive this implies that the whole sequence z* is a Cauchy sequence and converges due to
metric completeness. |

Remark 3.15 (Strong convexity of 1). The m-strong convexity might seem like a limiting assumption, yet
it is always possible to construct a function & that fulfills this property, if G is L-smooth adaptable for
some h (see also the related discussion in [37]). First if Lh — G is convex, then L(h+w) — (G + Lw) is also
convex for any function w, especially w = 2|| - ||%. Define h = h +w, G = G + Lw,and R = R — L(w o p).
Now the new energy G o p + R is equal to the old formulation, but the pair (G, h) is convex with i being
m-strongly convex. However we remark that the new function » might make it more difficult to solve the
resulting subproblem.

From the convergence result of Theorem 3.14 on the sequence z*, we can return to «*:

Corollary 316 (Convergence to critical points). All accumulation points u* € accumE of (u*)$2, are
stationary points of E, i.e. u* € critE and belong to the same outer sequence z* so that z* = p(u*).

Proof. Combiningthe bound on the slope in Lemma 3.12 and global convergence of z*'s from Theorem 314
we immediately see that dist(0, 0E(u**1)) — 0 as k — oc. Furthermore, we know that E(u*) — E(u*) =
E* so that all subsequences of «* fulfill the definition of the limiting subdifferential and 0 € dE(u*). We
know also that limy o 2% = limg_,o p(u”) = 2z*. Let u* € accum(u®) be arbitrary with the sequence by
uF — u*. Due to continuity of p we have p(u*) = lim;_, o, p(u®t) = 2*. |

This result shows the connection between the 'auxiliary’ outer sequence of gradient steps z*, which
converges globally, due to the Kt-property and the sequence of actual update steps «*. The algorithm
converges to a stationary point of £ and all accumulation points not only have the same value in E, but
also in G o p, as G(p(u*)) = G(z*) Vu* € accum(u®).

3.3.4 Global Convergence of the inner sequence

A necessary consequence of the previous subsection is that all accumulation points have an equal value
R* in R, hence are elements of the set S = {u € R" | R(u) = R*, p(u) = z*}. Naturally, if this set is a
singleton, then the subsequence convergence of the sequence (u*)?°, extends to global convergence.
The cardinality of the set C is however difficult to check a-priori. Nevertheless it turns out that if we
finally also assume that the nonconvex subproblems are solved globally, then the convergence result
follows from the familiar notion of uniqueness of R-minimizing solutions. We further remark that the
assumption of global solutions to subproblems also allows us to weaken the continuity assumption made
in Assumption B to lower semi-continuity of E.

Let us define R-minimizing in the following way, as given for example in [254, Def 3.24]:
Definition 3.17. A vector u* € R" is called R-minimizing with respect to a solution set {u € R" | F(u) =
v} of an operator F : R" — R™ and a vector v € Im(F), if F(u*) = v and

R(u*) € min{R(u) | u € R", F(u) =v}.
Now the uniqueness of such a vector directly corresponds to global convergence if the subproblems are
solved globally:

Theorem 3.8 (Global Convergence). If the subproblems are solved to global optimality, i.e. u*+! fulfills
E . (uFt1) < Bk (u) Yu € R and all assumptions hold, then

(3.27) u* € accum(u®) = u* is R-minimizing w.rt p(u) = 2*.
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In particular, if the R-minimizing element w.r.t. p(u) = z* is unique, then the sequence of iterates u*
converges globally.

Proof. Letu € {u € R" | p(u) = z*} and u* € accum(u®) be arbitrary. As z* € int dom h, this implies to
u € p~1(int dom h). Rewriting the optimality assumption E, . (u**1) < E x(u) Vu € p~!(dom h) results in
the inequality

R) = B+ - Da(p(ub ™), ) — Do), ) + (VG (), p(u ) — p(u)) < 0.

Taking the limit of I — oo for a subsequence u** — wu* with the knowledge that lim;_, ., p(u*) = z*
and p(u) = z* by assumption, then reveals that R(u*) < R(u), showing that «* € accum(u') is an R-
minimizing solution to p(u) = z*. If in particular, the set of R-minimizing solutions is already a singleton,
then the result follows, as the set accum(u") nonempty due to Corollary 3.7. |

Example 3.19. Asanexample, consider a simple periodic function p : R* — R”, p(u) = (sin(uy), . .., sin(uy))
and R = || - ||, for p > 0. The R-minimizing solution to p(u) = z is then unique for any z € Im(p). To see
this consider that bin( ) is bijective on [-T, T]. For any level set z; € [—1, 1] we can find a unique element

u; in this interval [-%, 5], so that sin(u;) = z;. Due to the strict monotonicity of|| ||, on either R*or R™,

any other element u; that fulfills p(u;) = z; must have a greater function value in R.

3.4 Implementation Details

This section will focus on several interesting special cases of our general composite model (3.2) and also
discuss possible pairs G, h.

3.41 Modeling

For several implementation examples it will be convenient to be a bit more specific with our choices of
G, p and R. One example is the natural extension to several additive terms,

n

(3.28) B(u) =Y Gi | > pij(uy) +er(uj)»

=1 j=1

~.

which was already mentioned briefly in (3.17). This formulation is interesting due to its straightforward
interpretation as a way to optimize a function with n measurements of linear combinations of our m
variables. Hence the task relates to nonlinear regression models and imaging with nonlinear measure-
ments. It is also a natural discretization of a general nonlinear integral operator as defined for example
in [231, 16].

However, defining G : R™*™ — R, G(v) = >21%, Gi(3°)_, vi;) and p : R® — R™*", defined component-
wise by p;;(u;), for univariate functions Gj, p;;,7;, we see that this is just an instance of the general
composite model . The maximal generalization would be achieved by taking p;; : R? — R?, G; : R? — R,
r; : R? — R, although in practice ¢ would have to be quite small if we wanted to solve the subproblems
by an exhaustive search.

Writing out the majorizer to (3.28) with univariate functions under the assumption that Y7 | L;h; — G; is
a convex function (as required for L-smooth adaptability, Definition 3.2) gives

(3-29) By ( ZDh (pij(uy), pij(u®)) + ZG' Zﬂw Zﬂw (u;) + er (),
=1

up to constant terms. This reveals that the majorization function is separable if each h; is chosen sepa-
rable so that h;(u) = Z;‘Zl hi;(u;), as the Bregman distance to these h; is then also separable and the
summation over all m parameters can be exchanged with the summation over all » 'measurements’. The

resulting m independent 1D dimensional subproblems can then be solved efficiently.
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Remark 3.20. This generalization is not only interesting for regression-type problems, where the outer
sum naturally sums over all samples and the inner sum over a superposition of parametrized functions,
but also for any sort of problem where it would make sense to split a function into the composition of a
function and a super-position of simpler functions. As an example consider the 1-dimensional polynomial
problem

(3.30) P(zx) = (Z a;zt — f) +) b
1=0 1=0

While it would be natural to choose p: R — R, p(z) = >-%_, a;z* — f, i.e the inner polynomial, another
possibility would be to choose p: R — R?, p(u) = (ao, . . ., a,z") and likewise to set G : R? — R, G(v) =
(Zf“;:l v; — f)?. A separable majorizer for this G using (3.29) would lead to different subproblems than
before.

An interesting fact about the general composite model (3.2) is that we are actually allowed a great deal
of freedom, as both G and p can be nonconvex. It is possible to insert any invertible function f and its
inverse f~! on dom p and solve the equivalent problem with G = G o fand 5 = f~' o p. As an example,
consider the following model

E(u)=F ng(uj) ;

where we have a product of parametrized functions g; : R — R*. We can set G : R” — R,G(v) =
F (exp(Z?:1 uj)) and p; : R — R, p;(u;) = log(g;(u;)), and recover the additive superposition of param-
eters in (3.28).

We may freely use these possibilities due to Corollary 3.16. The proposed algorithm converges to the set
of stationary solutions of E. This result is independent of the actual decomposition of E into G, p, R as
long as the chosen triple G, p, R still fulfills all required conditions.

3.4.2 Choices for the Bregman Distance

Up to now, we always considered an abstract pair (G, k) fulfilling the conditions that both functions are
smooth and Lh — G and h are convex. Now we will detail several tangible instances of these functions.

The trivial case is present when G is a concave function. We are then allowed to choose an arbitrary
convex function h, as —G is itself convex. A natural choice is then to choose k as a linear function, as its
Bregman distance then vanishes,

Dy (u,v) = (h,u) — (h,v) — (h,u —v) = 0.
The resulting majorizer,
(3.31) Ey(u) = (VG(p(u?)), plu) = p(u®)) + G(p(u*)) + R(u),

is an instance of iterative reweighting related to variants discussed in [213, 212]. If R is convex and p is
coordinate-wise convex, then the majorizer is even convex. When R is a convex function and p is an affine
function, then we recover an instance of the difference of convex functions (DC) algorithm [278]. Note
that for the second part of our analysis in section 3.3 to hold, we need to choose h strongly convex. We
mention in passing that the results of Corollary 3.7 also hold relative to the Bregman distance D_¢(-,-).

The standard case is present when G is L-smooth. We then choose i = 1|| - ||? and recover the usual
Euclidean distance measure via Dy, (u,v) = 3||lu—v||*>. Note that G can be L-smooth without being convex,
for example when considering a smooth truncated quadratic function [9].
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However, even when G is L-smooth, more advantageous functions i might exist. Consider the function
G:R™ =R,

(::32) G(v) = gll4v = fIP,

fora matrix A € RP*™. The function is L-smooth with L = || AT A4||,,. However we can also inspect Lh— G
via its second derivative condition?,

(3:33) LV?h(v) — ATA =0 VveR™.

We could of course choose h = G, as (3.32) is convex, thereby solving the original problem in each
subproblem, but we are looking for functions / so that the subproblems are easy to solve. Such a choice
is presented by i = 1| - ||% with a diagonal matrix D. Choosing D so that D — AT A = 0 yields a diagonal
preconditioning - we intrinsically find vector-valued step sizes by an appropriate choice of h.

An important and motivating property of the L-smooth adaptable property is however the inclusion of
logarithmic functions, most prominently the Kullback-Leibler divergence as possible terms for G, even
though this function is not globally L-smooth [18]. Consider the function G : R™ — R:

7

(3.34) G(v) = (Av)i — fi + filog ((AJ;) ) ;

i=1 '

for A € RE*™ and f € RE, and the set C = [0,00)™. An appropriate function h is given by h(v) =
— > log(v;). [18, Lemma 7] reveals that the appropriate constant is L = ||f||; so that Lh — G is
convex on intdom~ = (0,00)™. This function and related 'entropy’ functions are possible choices for
h, yet, as now the domain of h is strictly smaller than R", one has to check, whether the energy fulfills
2**1 ¢ intdom h and z* € int dom h to guarantee well-posedness of the iterations and global convergence,
respectively.

A general observation, see [71] or [214, Example 33], is that once we have gained a Bregman distance Dy,
from h, we may actually use a whole family of functions h;, as long as they majorize h while being convex,

h* € {h* essentially smooth, dom h* = C' | h¥ — h convex }.
The induced Bregman distance then fulfills
Dpr(u,v) > Dp(u,v) Vu,v € R™

A specific instance of this observation is choosing & first and then implementing adaptive step-sizes in
this fashion by varying 1" or the approach of [71] where a sequence h* = || - ||4, is constructed with
symmetric positive definite matrices A*.

This is of course only a short overview of possible pairs (G, k), further examples can be found in [19, 18,
37, 214, 711.

3.4.3 An example of a non-separable, solvable subproblem

This section will continue the discussion started in the introductory section about specific subproblems.

We have noted that the presented approach is especially interesting, if the considered subproblems (3.15)
can still be solved to global optimality. An interesting for this are cases where the subproblems can be
solved to global optimality by lifting [4, 228] or other relaxation strategies [152, 41, 133]

Models that include the total variation norm in place of the regularization term R are ubiquitous in
imaging tasks [45, 245] and have been a major motivation in applications of our work. These models will
appear as special instances of the discussed 'liftable’ subproblems.

2We follow the notation that A is positive semi-definite if A > 0.
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We will start with a basic representation of functions that are amenable to lifting,

n

(3.35) E(u) =Y vi(u;, (Du),),

i=1

with continuous functions v : R x R — R that are convex in their second argument and where D denotes
a finite-difference gradient. This is a natural discrete representation of the continuous model (3.10), which
can be efficiently solved by functional lifting [228]. The choice of v;(z,y) = g;(z) + ||y||2 then recovers a
composite model with some term G = >, ¢; and a regularizer R which is total variation [245]:

(3.36) E(u) = gi(us) + || Dully,

i=1

This is a successful strategy, but its application is limited by the fact that separability is needed. A much
more general model would be

(337) E(u) = G(p(w)) + Y _ %((Du)y),
=1

with p separable as before, G L-smooth adaptable and ~; convex. Yet while the lifting scheme of [228]
is not applicable due to the non-separability of G, this is nevertheless a special instance of our general

problem (3.2). Indeed we can write down the majorizer, assuming a separable h(u) = >, h;(u;), as

(3.38) By (u) = Da(p(u), p(u®)) + (VG (p(u®)), p(u®)) + Z%‘((Du)i)v

up to constants. Now this majorizer is in turn a particular instance of (3.35), as the first two terms are
separable, and we can now solve (3.37) by iteratively solving the lifting subproblems.

Furthermore, we can even exchange convexity of ~; for differentiability. For arbitrary ~; that are L-smooth
adaptable, we can linearize the second term as well, in full analogy to (3.29), giving the majorizer

Eye(u) = dng (p(u), pu")) + (VG(p(u*)), p(u"))
i=1

+ Z dn,, (Du)i, (Du");) + 7{((Du");) (Du);.

which is again an instance of (3.35). For concave +; this is particularly attractive as we can choose h.,, a
as linear functions and just keep the linearization in full analogy to iterative reweighting as discussed in
the previous subsection in (3.31).

While this approach greatly increases the applicability of lifting schemes, it is important to keep in
mind that previous global optimality considerations for lifting schemes [228] do not translate to these
generalized problems. From section 3.3 we only gain convergence to stationary points. We will use the
next section to analyze the quality of solutions that we receive numerically.

3.4.4 Inertia

A small side note to the previous investigations that is nevertheless quite interesting in the context of
nonconvex optimization is inertia. Once we have (3.15), we can just as well consider

Bk i1 (u) :%Dh(uvuk) +(VG(p(u®)), p(u) — p(u®)) + G(p(u"))

5 (Du(p(w). p(u)) — Di(p(u). p(a* 1)) |

T

(3.39)
+ R(u) +
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Figure 3.5: Example of nonlinearities used in synthetic experiment, (a) 22 —10 cos(27x) (Rastrigin’s function

[201]), (b) random spline function with 12 queries and (c) ljﬁ%

t +

inserting an inertial term into the generalized forward-backward equation analogous to [211].

Inertia can be quite valuable for first-order optimization, especially as we allow G to be nonconvex,
but only utilize its gradient, i.e local information in each step. In practice we observe that inertia can
sometimes help the algorithm to reach better minima or speed up the initial convergence for badly
conditioned G. Also spurious stationary points can often be overcome. Furthermore, the additional cost
of solving (3.39) is minuscule compared to the non-inertial variant.

However, due to the non-existence of the triangular inequality for Bregman distances, we cannot bound
the iterations by a Lyapunov function in general as in previous work [211] and continue the proof of
convergence with this Lyapunov function as a majorizer analogous to section 3.3. A related discussion
and solution in the convex setting can be found in [116]. For the special cases of induced squared norms,
i.e. h = ||ul|%, convergence still follows by adapting subsection 3.3.3 to the results of the recent work
[210], but we omit a further discussion.

In practice this modification still works well in many cases, setting 3 < 0.5. Itis also possible to backtrack
in case of violations of Lyapunov function bounds.

3.5 Experimental results

In this section we analyze the proposed algorithm numerically. We will first consider a synthetic example,
where we will be able to compare the algorithm to other methods easily. We will then move to an imaging
application, the depth super-resolution from raw time-of-flight data.

3.51 Synthetic experiments

We analyze the following energy

(3.40) min  Fy(Ap(u)) + R(u),

uw€ER™ u; €[a,b]

where we have a bounded interval [a, b], an L-smooth adaptable function F; o A : R™ — R and regularizer
R(u) = > r(u; — u}) with r : R — R. p is chosen separable so that p(u) = (p1(u1),..., pn(uy)) with
pi : R — R, whom we will in general choose equal, and omit the subscript. The nonlinearity r is aligned
so that argmin, r(z) = 0. We first draw v* € [a,b]” at random and then set f = Ap(u*). We choose F}

as a measure of distance between f and Ap(u) that fulfills «* € argmin,, F(Ap(u)) and Fy(Ap(u*)) = 0.

Through this construction, we can guarantee that the drawn «* will be a global minimizer of (3.20).
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Now we vary the difficulty of this possibly nonconvex optimization problem in two ways. First we choose
nonlinearities p, r as either

(1) Simple p(x) = exp(x), r(x) = 27

cf. subsection 3.5.1

_z®
1427

(2) Doable p(x) = 2% — 10 cos(2rz) [201], cf. subsection 3.5.1, 7(z) =

(3) Difficult pis a (coercive) piecewise cubic polynomial drawn by interpolating 12 values in [a, b], 7(z) =
—sinc(z)

(4) Very Difficultp is a (coercive) piecewise cubic polynomial drawn by interpolating 12 values in [a, b],
r(z) = 2% — 10 cos(2mx).

This allows us to move from a nicely behaved, almost convex test case (1) to a nonconvex problem with a
well-behaved minimizer (2), adding further oscillations in (3) and finally arriving at two "very nonconvex"
functions in (4).

Then we vary the function G = Fy o A. Note that this function critically determines the interconnection
of variables. If A is a diagonal matrix, then the problem is fully separable and can by solved by n
separate 1D optimizations with a single step of the algorithm, but if A is a full matrix, then all variables
are interdependent. Further, when A is a rectangular matrix, then the system of nonlinear equations is
under-determined and the function landscape is (intuitively) not as well-behaved. Also, we are allowed
to choose nonconvex functions F' as long as G is still L-smooth adaptable.

(a) Convex, local: Fy(v) = &||v — f||*>,A € R"™*" is a random matrix whose entries are normally distrib-
uted relative to its diagonal. An appropriate essentially smooth function is h(v) = 1||v||%, where D

2
is a diagonal matrix with entries d; = >~7_, [AT Al;;

(b) Convex, non L-smooth, local: Fy is the KL-divergence Fy(v) = Y.I, v; — filog(v;), A € R"™", is
chosen as in (a). Here 1 is given by Burg's entropy h(v) = >, —log(v;) [18].

(c) Convex, full: Fy(v) = %||v — f||*,A € R™*" is a full random matrix with singular values in |
m = %. Choose h as in (a).

1
log(n)? 1]

(d) Nonconvex, full: F; is a smooth-truncated quadratic [9], i.e. a smoothed version of Fy(v)
S min((v; — f;)%,A), A € R™*™ s a full random matrix with singular values in | 1], m =

Choose h as in (a).

_1 n
log(n)?’ 3°

We run our method (3.45) without and with inertia, 3 = 0.4 (3.39). The subproblems in each iterations are
fully separable, so we solve the 1D problems in parallel by exhaustive search with a sufficient amount
of trial points and a parabolic refinement around the approximate minimizer to desired precision. The
refinement is a standard technique, e.g. [128] for 1D local optimization and further references can be
found, for example in book of Luenberger [181, pp. 217, 224]. This technique has also been used previously
in imaging, for example, to refine exhaustive search procedures in the context of quadratic decoupling
for stereo in [158].

To mitigate the risk of lucky initializations, we run the algorithm 25 times with random starting vectors
for each test case and show the result which reached a median energy value. We set n = 150 and [a, b] =
[—3, 3], respectively [a,b] = [¢, 3] for the Poisson case and implement the proposed method in MATLAB.

The results for all test cases can be found in Figure 3.6. We see that either increasing the difficulty in G or
the difficulty of the nonlinearity makes the overarching optimization problem more difficult. Remarkably,
our algorithm was able to find near-global optima for many test cases, especially the performance in
row (2) is very good. However we see that the increased oscillations in (3) eventually degrade the quality
of solutions. We also notice that differences can appear even for convex functions G in (a) and (b).

CHAPTER 3. COMPOSITE OPTIMIZATION BY NONCONVEX MAJORIZATION-MINIMIZATION




\V]
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[Proposed method(3.15)] Difficulty in G [Proposed (with inertia)
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Figure 3.6: Examination of different synthetic experiments. We increase the difficulty in G from left to
right and in p, r from top to bottom, as detailed in section 3.5. In each cell we show the value £,
the value E(a) reached by the algorithm minus the global minimum E*, normalized by E, a (sampled)
median of the energy values of the function, indicating the quality of the solution relative to the overall

energy landscape.
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Figure 3.7: Convergence of various first-order methods for composite optimization to global optimality.
This figure shows problem 1d, i.e. a problem where R, p are easy and G difficult, and 3a, the opposite case.
Only our method provides favorable results for the difficult case 3a. Shown are the proposed method
(3.15), proposed with inertia: (3.39), Adam: [145], gradient descent: (3.1), forward-backward splitting: (3.4),
Linear-Prox: (3.5), Prox-Linear: (3.6)

The squared 2 norm in (a) seems to be easier to optimize globally, although the disparity to (b) is
also connected to the analytical step sizes, that we choose. Choosing larger stepsizes for (b), e.g. by
backtracking, would recover a similar behavior to (a).

We now compare with other first-order nonlinear optimization methods, namely as mentioned in the
related work section, gradient descent (3.1), forward-backward splitting (3.4), the inner linearization,
'prox-linear’, (3.5) and the outer linearization (3.6).

To fairly evaluate all majorizers we generally solve the subproblems in forward-backward splitting (3.4),
and outer linearization (3.6) to global optimality, again with exhaustive search and parabolic fitting. For
prox-linear (3.5), the subproblems do not decouple and we apply a standard interior point solver in each
iteration. We otherwise apply the same methodology as before. We compare the convergence of all
algorithms to the global minimum for two characteristic cases, '1d’ and '3a’. While the first case denotes
simple p, R and difficult G, the second case denotes the opposite. We expect most methods to do well in
the first case, but the second case is not as clear. Subsection 3.5.1 and subsection 3.5.1 show the results. It
turns out that indeed all methods can reliably solve the first case, subsection 3.5.1, but only our method
can find near-optimal solutions for the second test case, subsection 3.5.1. To compare our method to a
modern 'aggressive’ inertial variant that does not admit to a majorization-minimization framework, we
also include the Adam optimizer [145], however while this optimizer can find better minima, it is still far
off from the global solution in test case '3a’.

We can go a step further and compare the proposed algorithm to global optimization methods. See
Figure 3.8 for a plot showing test case 2c’ and the energetic difference to the global minimum versus the
runtime of each the algorithms, with time in a log-scale. Previously mentioned algorithms are shown, as
well as the MATLAB default implementations of a genetic algorithm [108], particle swarm [144], pattern
search [13], simulated annealing [130] and multi-start methods [289]. All of these methods can reliably
find global near-optimal solutions for low dimensions, however in our setting of n = 150 these methods
fail to find a global minimizer within reasonable time constraints, as their efficiency decreases with the
number of variables. In contrast, our method exploits the structure of the objective function, linearizing
the convex outer function and solving the separable subproblems globally, and scales well into higher
dimensions. We mention briefly that the apparent slow runtime of 'prox-linear’ and 'linear-prox’ for this
test case is partly implementation related, as we solve 'prox-linear’ with a generic interior point solver
in each iteration, but also because both algorithms converge to very flat local minima.
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Figure 3.8: Evaluation of various optimization methods for test case '2c’, in terms of energetic difference
to global optimum vs. runtime in seconds.
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Figure 3.9: Ground Truth depth data [253] shown to the left and synthetic autocorrelation function gener-
ated from trapezoidal signal to the right.
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Figure 3.10: The four difference measurements y;;, generated by equation (3.42) with subsampling and
Gaussian noise.

3.5.2 Time-of-Flight Depth Reconstruction

Time-of-Flight cameras are used to recover depth images of a scene. They illuminate the scene with a
continuous wave and measure the time of flight of reflecting waves. A modern hardware for this task are
correlation photo-sensors, which directly measure the correlation of the incoming wave with a reference
wave [162]. The inversion of this correlation computes the depth, however the process is highly non-linear
and in practice often solved by assuming the incoming waves to be purely sinosoidal and computing the
analytical inversion at each pixel separately. This introduces several systematic errors into the depth
measurements, especially at lower frequencies [174]. Further, these sensors are have a relatively low
resolution due to their complexity and measurements contain a significant amount of noise.

A recent work on time-of-flight super-resolution [300] shows a variational model which includes the
precise reference wave, downsampling, blur and noise effects. They model the incoming wave as arbitrary
periodic function and find it by thorough calibration. In [300], the resulting nonconvex energy model is
solved by alternating local optimization in all variables. We will show that the problem can be solved
with our approach and test on synthetic data.

In the following, we will assume the following imaging model of a time-of-flight system

47 f; 2]
h\ U+ T) +b; = kl](u) + by,

(3.41) Yij = QiG; (

for measurement j in frequency f; and g; the 27-periodic autocorrelation in frequency i that is either
calibrated or otherwise known, e.g as a cosine. a; is the amplitude in frequency f;, n the number of
measurements in each frequency f; and X the speed of light. To remove the background illumination b;
it is customary in Time-of-Flight literature to consider the difference measurements

(3.42) Yij = kij(u) — ki jrz (u) = pi;(u).

The problem of recovering a high-resolution depth image « from measurements y;; can now be stated
as the energy minimization of

m—1 n/2—1

(3.43) Ew) =" > vy — Koy (W) +of|[Vul|,

i=0 j=0

see also [300]. K is the imaging operator, which is here a downsampling operator. The total variation
regularization encourages a piecewise-constant depth solution.

The energy can be solved with the proposed method, because we can identify (3.43) with the previously
introduced special case of a sum of several composite terms (3.28) and a total variation regularization
(3.38) - we can find a majorizer in each iteration that can be solved by functional lifting.

In practice we solve all subproblems with sub-label accurate lifting as described in [197]. We initialize the
algorithm with a constant depth of 1m and then iteratively update the nonconvex majorizer and solve
the sublabel-accurate lifting problem. We use a primal-dual algorithm [54] to solve our subproblems
and 'warm start’ each inner iteration with the primal-dual variables from the previous step. We note
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Figure 3.11: Classical closed form solution to depth recovery [162]. 90 MHz data to the left and 120 MHz to
the right.

that this relaxation approach can possibly produce solutions that are convex combinations of global
minimizers. To mitigate this problem, we monitor the energy of our inner iterations and terminate the
algorithm if lifting cannot successfully minimize the majorizer, i.e. if any iterates «**! were to violate
E,x(u*+1) < E(u*), which was postulated in Assumption A. However such a violation could not be
detected for the Time-of-Flight experiment shown here.

To test this procedure experimentally we generate synthetic data from a depth image of the Middlebury
dataset [253] by applying (3.42). As a model for g; we use the autocorrelation of a trapezoid signal. The
autocorrelation signal and the ground truth depth are shown in Figure 3.9. We then apply downsampling
by a factor of 2to model the limited sensor size and add significant Gaussian noise to model the sensitivity
of common ToF sensors. We generate two difference measurements in two frequencies, 90 MHz and 120
MHz. The ground truth data covers a depth ranging from 0.5 to 6m. The resulting measurements are
outside the unambiguous range of both frequencies, so we expect a wrapping of data, which we want to

resolve using both frequencies. We visualize the resulting four difference measurements in Figure 3.10.

The noise level and severe data wrapping are apparent.

A classical inversion of the given data by the nonlinear closed form solution for sinusoidal data [162] is
shown for each frequency in Figure 3.11. The solution is however contaminated by the nonlinear effects of
noise and severe wrapping, note that we adjusted the colors for visualization purposes. Further heuristics
would be required in a next step to combine both solutions to a final result, but we omit these due to
the already significant distortion.

In contrast the solution by our algorithm is shown in subsection 3.5.2. For reference, the solution to
the algorithm, initialized with the ground truth data is also visualized in subsection 3.5.2. We see that
the recovered solution is near-optimal. The algorithm can accurately unwrap and upsample most of the
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Figure 3.12: Solution by the proposed algorithm with lifted subproblems, upsampling factor of 2 to the
left. To the right, proposed algorithm initialized with the ground truth, Figure 3.9, for reference.
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depth data and only small areas around the left chair are misidentified.

Remark 3.21. The presented model assumes the knowledge of the signal amplitude a; in each frequency
by some preceding algorithm to streamline the presentation. If this information cannot be obtained ro-
bustly in practice, then the problem still falls into the problem category discussed in this paper, only the
optimization variable v = [u, ] is then vector-valued in depth and amplitude at each pixel (see the maxi-
mal generalization discussion in subsection 3.4.1). Yet, vector-valued variables can still be accounted for
efficiently via the vectorial lifting shown in the works [269, 165]. The overall algorithm remains unchanged,
only the subproblems are solved by vector-valued lifting instead.

We close this section by mentioning briefly that the presented composition of a matrix and a nonlinear
wrapping operator is not entirely unique to Time-of-Flight reconstruction. A very related energy is present
in nonlinear MRI reconstruction, see [291] for further reading.

3.6 Conclusions

In conclusion we proposed an optimization strategy for composite problems with simple, but highly-
nonlinear, inner functions and L-smooth adaptable outer functions. We construct nonconvex majorizing
functions and show that an iterative minimization of these functions leads to the convergence of energy
values under weak assumptions as well as the convergence of the iterates to critical points of the energy
under more restrictive assumptions. Our approach has several attractive properties. It generates a set
of feasible iterates and it is very easy to use large step-sizes analytically, as these are independent of
the Lipschitz properties of the inner function. Our convergence results naturally extend previous work.
In practice, we extensively analyze the algorithm on synthetic examples, where the sub-problems can be
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solved globally and show that it can find better minima than related methods. Lastly we show an intended
application. The use of recent functional lifting techniques to solve the nonconvex majorizer, critically
allows us to find visually appealing solutions to the complicated composite problem of time-of-flight
reconstruction from noisy low resolution data.

3.6. CONCLUSIONS
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This new appendix contains additional unpublished material regarding Geiping & Moeller [2018][104].

3.A Reformulation as continuous Majorizer

In the main text, only discrete composite optimization problems such as (3.28) where discussed. However,
the proposed algorithm can also be applied to Fredholm-type integral-operator problems such as, for
example

(3.44) E(u) = /Q G(x, K(u)(z)) dz + /Q |Du| dx

for G € C*(©2) and K a well defined nonlinear integral operator and the measure | Du| is an example for
a regularization. This allows us to consider sub-problems analogous to (3.15):

Eﬁ(u) = 0 QDhc (k(x,y,u(y)),k(x,y,ﬂ(y))) dy dx
oG _ _
[ B K@) (ko) ~ ki) dy o+ [ (D

but we can simplify this to

Eu(u) = g D (k(z,y,u(y)), k(z,y, u(y))) dx dy

+/§;{gf(x,lC(ﬂ)(x))Lk(x,ym(y))k(Ly,ﬁ(y))dI} dy+/Q|DUI

which can be solved globally by lifting as the inner parts can be written to be depending on a pointwise
nonlinearity p(y, u(y)) and | Dul is convex in Du, assuming integrablility w.r.t to this new p.

3.B Details regarding Grid Search

Univariate functions p can be optimized by grid search with parabolic refinement as mentioned in the
main work. This appendix details algorithms for this usecase.

This is the case if the majorizer E,.(u) is non-convex, but separable into univariate p. Furthermore, we
assume some Lipschitz property on p and R and a bounded domain.

Uniform Grid Search: [204] Given a function e : [a,b] — R with Lipschitz constant L for a nonempty,
bounded interval [a, b] and a desired accuracy ¢ > 0.

* Set p = [ £] = p and construct a uniform grid of p + 1 trial points z; via z; = %(b —a) for
1=0,...,p.

« Find i* € argmin, e(z;) and set 7 = ;-

As a result of applying this search we reach a near-optimal function value:

Lemma 3.22 ([204, Theorem 1.4.1]). Let e* be the optimal value of the given function e : [a,b] — R with
Lipschitz constant L. Then the function value of z, the result of uniform grid search is near-optimal as

For our purposes, we combine this step with a parabolic curve fitting:
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Refined Grid Search [181, pp. 217, 224): Given are functions p(x),r(z) : [a,b] — R, dp(z,y) : R”R and
d'(z) : R — R, a parameter p denoting the granularity of grid search and a parameter ¢ denoting
the accuracy.

Construct a uniform grid of p trial points z; via z; = p%l(b —a)fori=0,...,pand look-up tables
[p(z1),...,p(zp)] and [r(z1),...,r(x,)]. For given z¥ initialize 20 = p(z°).

Then during the iterations of the main problem solve the following sub-problem for each 1D sub-
problem of Ex(u):

* Sete(z) = dn(p(x),2*) + g'(z")p(x) + r(2)

« Construct the vector E) with entries ey (x;) fori = 1,...,p from the look-up tables for p and r
and find i* € argmin; <, [Ex];

Initialize the triple (w;« 1,2, z5~11) =: (z1, 72, 23) and iterate the following for m iterations:

- Fit a parabola through z1, 22, 3 and minimize it to find z,4
- Evaluate e, (z4) and update the triple to a new triple (z, x5, z%) so that e (z]) > ex () <
er(zs) and o} <zl < zf

then set z¥*! = z, and add the evaluations of p(z,) and r(z4) to the look-up table, setting p
to p +m and set 2kt = p(a,).

Return the triple (zF+1, 2F+1 e(zk+1)).

By virtue of this construction we have that e, (u**1) < e, (u*) and subsequently E, (u**1) < E(u*) and
that dist(0, 0E,« (u**1)) is small for sufficient m. Also note that, for the special case of m = 1, the number
of evaluations of p, r is independent of the number of iterations in the outer problem. The refined grid
search is highly attractive for separable problems, due to its potential for parallelization. All subproblems
can be solved in parallel. Further, the usually most demanding task in each subproblem, the O(p) complex
minimization of the vector e, can also be parallelized.

3.B. DETAILS REGARDING GRID SEARCH
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CHAPTER LI- -

Parametric Majorization for Data-Driven
Energy Minimization Methods

Contextualization

This chapter reprints the publication "Parametric Majorization for Data-Driven Energy Minimization Meth-
ods", published as conference publication at the International Conference on Computer Vision (ICCV 2019)
with co-author Michael Moeller (Geiping & Moeller [2019]).

Previous works, such as Chapter 2 and Chapter 3, as well as Geiping et al., Gorlitz et al. [2018, 2019],
considered only the problem of solving an energy minimization problem that was already given - modeled
by statistical considerations and handcrafted knowledge. With the advent of deep learning in computer
vision and the growing success of learning, this position of relying only on handmade variational models
seemed untenable - modern deep learning techniques are able to learn and improve many aspects of
feed-forward models relying on the growing corpus of image data available, for example, via the internet.
Unfortunately there is a catch for energy-based models: Deep neural networks as introduced in (1.4)
are generally single-level feed-forward functions that can be learned directly as parametrized mappings
n(y, #) from inputs to known outputs. Energy models on the other hand, are only implicitly parametrized
(through the energy function) and thus learning an energy model formally requires the solution to the
bilevel optimization problem shown in (1.6). This is generally difficult in practice and especially for
non-differentiable energy models it is unclear how to proceed.

Michael Moeller posed the initial strategy of approximately learning energy models by minimizing by (sub)-
gradient penalties, which reappears as a special case in (4.17), but it was not yet clear when and why suchan
approximation strategy would be successful and how it could be improved. Jonas Geiping constructed the
theoretical considerations in section 4.3, where we find that a 'collapse’ of these approximations can be
avoided if they are constructed and constrained to be majorizers of the full bilevel optimization problem,
in analogy to composite majorization considered in the previous chapter, i.e. Geiping & Moeller [2018],
where the outer function is now the upper-level bilevel problem and the inner function is the solution
operator of the energy model. In further analogy we then introduce iterative majorizersin subsection 4.3.4.

Interesting to machine learning practitioners is that such a majorization strategy naturally recovers
the contrastive loss function, also known as perceptron loss or generalized SSVM training. An unpub-
lished additional appendix was added to this thesis that clarifies this connection, especially considering
maximum-margin principles. The connections to many works in bilevel literature are also discussed in
a new extended related work section, also featured in the appendix, alongside additional details and
extended experiments of the analysis operator learning example with filter visualizations.
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Helpful guidance, suggestions and corrections were contributed by Michael Moeller throughout this
work, who further proposed and implemented the example concerning CT reconstruction. Jonas Geiping
proposed and proved the properties of approximate majorization and connections to contrastive loss
terms, implemented the segmentation and analysis operator learning examples and contributed mainly
to the writing of this publication. Open-source code for this work is publicly available at https://github.
com/JonasGeiping/ParametricMajorization.

Abstract

Energy minimization methods are a classical tool in a multitude of computer vision applica-
tions. While they are interpretable and well-studied, their regularity assumptions are difficult
to design by hand. Deep learning techniques on the other hand are purely data-driven, often
provide excellent results, but are very difficult to constrain to predefined physical or safety-
critical models. A possible combination between the two approaches is to design a parametric
energy and train the free parameters in such a way that minimizers of the energy correspond
to desired solution on a set of training examples. Unfortunately, such formulations typically
lead to bi-level optimization problems, on which common optimization algorithms are difficult
to scale to modern requirements in data processing and efficiency. In this work, we present a
new strategy to optimize these bi-level problems. We investigate surrogate single-level prob-
lems that majorize the target problems and can be implemented with existing tools, leading
to efficient algorithms without collapse of the energy function. This framework of strategies
enables new avenues to the training of parameterized energy minimization models from large
data.

41 Introduction

Energy minimization methods, also referred to as variational methods, are a classical tool in computer
vision [245, 57, 77, 52]. The idea is to define a data-dependent cost function E that assigns a value to each
candidate solution z. The desired optimal solution is then the target solution with the lowest energy value.
This methodology has several advantages, for one, it is characterized by an explicit model - namely the
energy function to be minimized - and an implicit inference method - how we compute the minimizer of
this energy is a separate problem. This duality allows a fruitful analysis, leading to controllable methods
with provable guarantees that are paramount in many critical applications [242, 239, 305]. Furthermore,
explicit knowledge over the model structure allows for explainable and clear modifications when the
method is applied in a related task [68].

Conversely, deep learning approaches [166], specifically deep feed-forward neural networks work by
very different principles. The methodology of deep learning is characterized by implicit models and
explicit inference. The solution to the problem at hand is given directly by the output of the learned
feed-forward structure. This is advantageous in practice and crucial for the efficient training of neural
networks, however the underlying model of the problem structure is now only implicitly contained in
the responses of the network. Deep neural networks have fundamentally changed the state-of-the-
art in various computer vision applications, due to these properties as the inference operations are
learned directly from large amounts of training data. These approaches are able to learn expressive and
convincing mechanisms, examples of which can be found not only in recognition tasks (e.g. [155]), but
also in denoising [308], optical flow [190, 129] or segmentation tasks [178, 243, 63]. Yet, as the underlying
model is only implicitly defined and ’'hidden’ in the network structure, it is difficult to modify it for
applications in other domains or to guarantee specific outputs. Domain adaptation is still an active
field of research and several examples, for instance in medical imaging [8, 94], have demonstrated the
need for possibly model-based physically plausible output restrictions. This problem is most strikingly
demonstrated by the phenomenon of adversarial examples [275] - the existence of input data, that, when
fed through the network, leads to highly erroneous solutions. While one would expect that such behavior
is possibly unavoidable in recognition tasks [257, 194], it should not be a factor in low-level computer
vision applications.
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Reviewing these two methodologies, we would - of course - prefer to have the best of both worlds. We
would like to use both the large amounts of data at our disposal and our far-reaching domain knowledge
in many tasks to train explicit models with a significant number of free parameters, so that their optimal
solutions are similar to directly trained feed-forward networks.

A promising candidate for such a combination of learning- and model based approaches are parametrized
energy minimization methods. The idea of such methods is to define an energy E that depends on the
candidate solutions z, the input data y and parameters 6,

E:R"xR™ xR - R,

(4.1) (z,y,0) — E(z,y,0),

such that for a good choice of parameters 6, the argument z(6) = arg min,, F(z,y, §) that minimizes the
energy over all z is as close a possible to the desired true solution z*.

To train such parametric energies, assume we are given N training samples {(x},;)}}, and a continuous
higher-level loss function [ : R® x R® — R, which measures the deviation of solutions of the model to
the given training samples. Determining the optimal parameters 6 then becomes a bi-level optimization
problem combining both the higher-level loss function and the lower-level energy,

N
(4.2) Inin 2 U(z},2i(0)),
(4.3) subject to z;(0) = argmin E(z,y;,0).

r€ER™

Usual first-order learning methods are difficult to apply in this setting. For every gradient computation it
is necessary to compute a derivative of the arg min operation of the lower-level problem, which is even
further complicated if we consider parametrized non-smooth energy models which are wide-spread in
computer vision [77, 52].

Therefore, the goal of this paper is to analyze bi-level optimization problems and identify strategies that
allow for efficient approximate solutions. We investigate single-level minimization problems with simple
constraints without second-order differentiation, which are applicable even to non-smooth energies.
Such forms allow scaling the previously limited training of energy minimization methods in computer
vision to larger datasets and increase the effectiveness in applications where it is critical that the solution
follows a specific model structure.

In the remainder of this paper we analyze the bi-level optimization problem to develop a rigorous under-
standing of sufficient conditions for a single-level surrogate strategy for continuous loss functions ! and
convex, non-smooth lower-level energies E to be successful. We introduce the concept of a parametric
majorization function, show relations to structured support vector machines and provide several levels
of parametric majorization functions with varying levels of exactness and computational effort. We ex-
tend our approximations to an iterative scheme, allowing for repeated evaluations of the approximation,
before illustrating the proposed strategies in computer vision applications.

4.2 Related Work

The straightforward way of optimizing bi-level problems is to consider direct descent methods [153, 251,
74). These methods directly differentiate the higher-level loss function with respect to the minimizing
argumentand descend in the direction of this gradient. An incomplete list of examples in image processing
is [47, 68, 66, 67, 79, 80, 110, 119, 120]. This strategy requires both the higher- and lower-level problems to
be smooth and the minimizing map to be invertible. This is usually facilitated by implicit differentiation, as
discussed in [249, 157, 67, 68]. In more generality, the problem of directly minimizing # without assuming
that smoothness in E leads to optimization problems with equilibrium constraints (MPECs), see [26]
for a discussion in terms of machine learning or [83, 82, 84] and [74]. This approach also applies to
the optimization layers of [7], which lend themselves well to a reformulation as a bi-level optimization
problem.

4.2. RELATED WORK

57



58

Unrolling is a prominent strategy in applied bi-level optimization across fields, i.e. MRF literature [14, 189]
in deep learning [312, 64, 58, 173] and in variational settings [215, 164, 163, 113, 114, 238]. The problem
is transformed into a single level problem by choosing an optimization algorithm A that produces an
approximate solution to the lower level problem after a fixed number of iterations. z(9) is then replaced by
A(y, 0). Automatic differentiation [111] allows for an efficient evaluation of the gradient of the upper-level
loss w.rt to this reduced objective

N
(4.4) mem; U7, Alys, 0))-

In general these strategies are very successful in practice, because they combine the model and its
optimization method into a single feed-forward process, where the model is again only implicitly present.
Later works [69, 65, 113, 114] allow the lower-level parameters to change in between the fixed number
of iterations, leading to structures that model differential equations and stray further from underlying
modelling. As pointed out in [146], these strategies are more aptly considered as a set of nested quadratic
lower-level problems.

Several techniques have been developed in the field of structured support vector machines (SSVMs)
[282, 72, 5, 287] that are very relevant to the task of learning energy models, as SSVMs can be understood
as bi-level problems with a lower-level energy that is linear in # and often a non-continuous higher-level
loss. Various strategies such as margin rescaling [282], slack rescaling [287, 297], softmax-margins [107]
exist and have also been applied recently in the training of computer vision models in [147, 73], we will
later return to their connection to the investigated strategies.

4.3 Bi-Level Learning

We now formalize our learning problem. We assume the lower-level energy E from (4.1) to be convex (but
not necessarily smooth) in its first variable 2 € R” and to depend continuously on input data y € R™
and parameters 6 € R*. We assume its minimizer z(6) to be unique. For our higher-level loss function
(4.2) 1 : R™ x R® — R, we assume that it fulfills i(x,y) > 0,l(z,z) = 0 for all #,y and is differentiable in
its second argument.

Note that this formulation of bi-level optimization problems directly generalizes classical supervised
(deep) learning with a network A/(6, y) via the quadratic energy E(z,y;,6) = 3|z — N'(6, ;)||?, for which

Preliminaries (Convex Analysis): Let us summarize our notation and some fundamental results from convex
analysis. We refer the reader to [21] for more details. We denote by E(x) the set of subgradients of a
convex function E at z. We define the Bregman distance between two vectors relative to a convex function
E by DY.(z,y) = E(z) — E(y) — (p,z — y) for a subgradient p € JE(y), intuitively the Bregman distance
measures the difference of the energy at x to its linear lower bound around y. E*(p) = sup,(p, z) — E(z)
is the convex conjugate of E. z is a minimizer of the energy E if and only if 0 € dF(x) or equivalently
by convex duality z € 0E*(0). E is m-strongly convex if D}, (z,y) > 2|z — y||? for all z,y. Conversely,
if E is m-strongly convex, then E* is L-strongly smooth, i.e. Dg-(p,q) < Z||p — ¢||*>. Furthermore
DY (x,y) = D%.(p,q),q € OE(x) holds for all Bregman distances [44]. We consider parametrized energies
in several variables, yet we always assume (sub)-gradients, Bregman distances and convex conjugates to
be with respect to the first argument z.

4.31 Majorization of Bi-level Problems

As previously discussed, directly solving the bi-level problem as posed in (4.2) and (4.3) is tricky. We
need to implicitly differentiate the minimizing argument z,(6) for all N samples just to apply a first-order
method in # - which is in stark contrast to our goal of finding efficient and scalable algorithms.

Let us instead look at the problem from a very different angle and entertain the idea that the loss function
I is actually of secondary importance to us. We really only want to find parameters 6 so that our training
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samples are well reconstructed, =} ~ z;(6). If we go so far as to assume that the loss value of our optimal
parameters #* is zero, meaning that minimizers of our energy are perfectly able to reconstruct our training
samples, then the bi-level problem is reduced to a single-level problem, inserting z} = z;(6*):

(4.5) mein st. 0 € IE(x],y:,0),

which we could solve via
N
: 2 *
. % oL g 1) i Jis
(4.6) Hgn;:ll\qll st. ¢ € OB (x],y:,0)

This train of thought is closely interconnected to the notion of separability in Support Vector Machine
methods [292], where it is assumed that given training samples are linearly separable, which is equivalent
to assuming that the classification loss is zero on the training set.

However minimizing (4.6) is often not a good choice. A simple example is E(z,y,0) = (0 — y)?, i.e. we
simply try to learn a positive scaling factor 6 between = and y. Problem (4.5) can then be written as
ming Y, (022 — 0y;)? and is trivially minimized by 6 = 0. Such a solution makes E independent of = such
that every z becomes a minimizer. This phenomenon is referred to as collapse of the energy function
[168, 167] in machine learning literature, and clearly cannot be a good strategy to learn a scaling factor.

Interestingly, the scaling problem can be reformulated into a reasonable (non-collapsing) problem, if we
require (4.6) to majorize the bilevel problem: If we consider the higher-level loss function I(x}, z;(0)) =
(zF—x;(0))?, then our surrogate problem Y, (6%z; —0y;)? is clearly not a majorizer for arbitrary 6. However,
if we consider a reformulation of the energy to E(z) = (z — 1y)? then this reformulation leads to a
majorizing surrogate >°.(z; — ;). Minimizing 6 now leads to learning the desired scaling factor.

Our toy example motivates us to formalize the concept of majorizing surrogates:

Definition 4.1 (Parametrized Majorizer). Given a bi-level optimization problem in the higher level loss
I(z,y) and lower-level energy E(z,y, ), we call the function S(z,y,0) : R" x R™ x R® — R a parametrized
majorizer, if

Vo € R® : l(z,2(0)) < S(x,y,0)
v e R® st l(z,2(0)) =0 = S(z,y,0) =0

hold for any x,y € R™ x R™,

This definition allows us to formalize our objective further. We investigate replacing the bi-level opti-
mization problem (4.2), (4.3) by the minimization of a suitable parametrized majorizer, i.e.

N
. i 5 Yi,0).
(4.7) Inin 2 Sz}, yi,0)
An immediate conclusion of Definition 4.1 is that the function S now certifies our progress as S(z,y,0) = 0
implies I(z, z(0)) = 0. Moreover, our goal is to choose majorizers S in such a way that they yield single-
level problems (4.7), meaning it is not necessary to differentiate an arg min operation to minimize them
or to solve an equally difficult reformulation, making them significantly easier to solve.

4.3.2 Single-Level Majorizers

One possible way to find a majorizer that satisfies the previously postulated properties is by considering
the majorizer naturally induced through the Bregman distance of the lower level energy. We assume the
following condition

(4.8) l(x,2) < Dg,(z,2) Vr,z€R" 0 ecR?
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and propose the surrogate problem

N
(49) min 3" Dy, (a7, 2:(6))

i=1

Condition (4.8) is an assumption on both the loss function and the energy. It thus delineates the class of
bi-level problems that can be attacked with this majorization strategy. However this condition is quite
general. For a large class of loss functions, we only need the energy to contain a term that also induces
the loss function, a property also known as (relative) strong convexity [285, 180]:

Proposition 4.2. If the loss function I(x,y) is a Bregman distance induced by a strictly convex function
w:R" = R, ie l(z,y) = Dy(z,y), then assumption (4.8) is fulfilled if the energy E is w-strongly convex,
i.e. if E(z) —w(x) is still a convex function.

Proof: We write E as E(z) = E(z) +w(z) and apply the additive separability of Bregman distances to find
Dg(z,y) = Dp(x,y) + Dy(z,y), which is greater than or equal to D,,(z,y), as D (z,y) is non-negative
due to the convexity of E. For the usual euclidean loss, this property reduces to strong convexity:
Example 4.3. If the loss function is given by a squared Euclidean loss, I(z,y) = 3|z — y||> and the
energy is m-strongly convex, then assumption (4.8) is fulfilled for the energy L E.

The question remains whether the proposed surrogate problem (4.9) is efficiently solvable. We especially
wanted to circumvent the differentiation of z(6). However Dg (z},z;(f)) is much easier to solve, in
comparison to the original bi-level problem, as we can see in both its primal and its dual formulation.
First, from a primal viewpoint, we have

Dg (z7,2i(0))
:E(x;‘kvy’he) - E(xl(o)’ywe) - <Pi7$f - .131(0»,

for some subgradient p; € 9F(x;(0)) which we have not specified yet. But, as 0 € dF(z;(0)) as x;(0) is by
definition a solution to the lower-level problem, we may take p = 0 and simplify to

Now z;(6) is contained solely in £ and we can write

Bregman Surrogate:

(4:10) Dy, (7, z:(0)) = max E(z,y;, 0) — E(x,y;, 0).

This surrogate function is already much simpler than the original bi-level problem. We can minimize
(4.10) either by alternating minimization in # and maximization in z or by jointly optimizing both variables.
However, the problem is still set up as a saddle-point problem which is not ideal for optimization.

Remark 4.4. Interestingly, this discriminative formulation is not wholly unfamiliar. We can understand
this as an appropriate generalization of generalized perceptron training [168, 167, 279] as discussed as
far back as [244]. See the appendix for further details. In vein of this comparison, conditions 1 and
2 from e.g. [168], i.e. conditions on the existence of a margin between the optimal solution and other
candidate solutions central to (S)SVM methods [292, 281, 284] are reflected in Proposition 4.2 in the convex
continuous setting. Due to continuity of the energy and loss function we cannot obey a fixed margin,
yet we impose that the energy grows at least as fast as the loss function, when we move away from the
optimal solution.
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We can resolve the saddle-point question by analyzing the surrogate (4.9) from a dual standpoint, as by
Bregman duality [28]

(a11) D, (a,2:(6)) = Dy, (0.4:)

for ¢; € OE(x},y,0). Contrasting this formulation with our initial goal of penalizing the subgradient as in
(4.6), we see that the Bregman distance induced by E* is the natural 'distance’ by which to penalize the
subgradient in the sense that penalizing the subgradient at = with this generalized distance recovers a
majorizing surrogate.

We can further simplify the dual formulation by applying Fenchel’s theorem:
(412) Dy (0,4;) = E(x,y:.0) + E*(0,3:,0).

Computing E*(0) is exactly as difficult as minimizing E (as £*(0) = min, E(z)), so we need to rewrite
this surrogate in a tractable manner. To do so, we assume that E can be additively decomposed into two
parts,

(413) E(m>y76) =E1($>y79)+E2($ay79)»

where both E; and E, are convex in their first argument and their convex conjugates are simple to
compute. Exploiting that £*(0) = min, E;(—z) + E3(z) yields

(44) D, (0,q) = min Ba},y:,0) + B} (~2,9,0) + E3 (=, 6).
In comparison to the primal formulation in (4.10), we have now reformulated the problem from a saddle
point problem (minimizing in  and maximizing in x) to a pure minimization problem, which is easier
to handle. This is a generalization of the dual formulation discussed in the linear context of SSVMs for
example in [281, 284].

However for both variants we still need to handle an auxiliary variable. We can trade some of this
computational effort for a weaker majorizer by making specific choices for z in (4.14). To illuminate these
choices we introduce the function Wg(p, z) = E*(p) + E(z) — {p, z) [237, 46], which allows us to write

(4.15) D (0,4:) = min W, o(=2,27) + W, 0(2, 7).

Note that Wg(p,z) = 0if p € OF(x). As such choosing either —z € 9E, (z}) or z € dEy(x}) allows us to
simplify the problem further. This is especially attractive if E is differentiable, as then both surrogates
can be computed without auxiliary variables. We will denote these as partial surrogates, owing to the
fact that we minimize only one term in (4.15)

Partial Surrogate:

(4.16) min Wg, o(—2,x7).
2€0E2(x},yi,0)

Effectively, this reduces the requirements of (4.14), as only the convex conjugate of E; needs to be
computed. By symmetry, the other partial surrogate follows analogously.

We can finally also return to the previously discussed gradient penalty (z.6). If our energy E is m(0,y)-
strongly convex, then its convex conjugate is strongly smooth and we can bound the dual formulation
(4.11) via
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Figure 4.: Visualization of surrogate functions for the bi-level problem given in (4.18). The blue line marks
the original bi-level problem, the green dots marks the Bregman distance surrogate discussed in (4.10).
The orange curve marks the partial surrogate obtained from (4.15) by inserting z = VE; (z*), whereas the
purple line marks the other partial surrogate (4.16) which is equivalent to the gradient penalty (4.17) here.

Gradient Penalty

1
)H%H2

m s.t. q; € 8E(1’r,y“9)

(4a7)

While this formulation allows us to minimize an upper bound on the bi-level problem without either
auxiliary variables or knowledge about E; or E3, it also is the crudest over-approximation among the
considered surrogates as the following proposition illustrates.

Proposition 4.5 (Ordering of parametric majorizers). Assuming the condition I(x, z) < Dg,(x, z) from
(4.8), we find that the presented parametric majorizers can be ordered in the following way:

l(a,2(0)) < D, (2}, 2:(0)) = D (0,¢:)

< min Wg, (—2,2])

2€0E2(z])

1
< ——|al? st g € OE(x},y,0).
il (a1, .)

The Bregman surrogate (4.10) majorizes the original loss function and is in turn majorized by the partial
surrogate (4.16) which is majorized by the gradient penalty (4.17) under the assumption of strong convexity.

Proof. See appendix. |

As a clarifying example, we can simplify these majorizers in the differentiable setting:
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Example 4.6 (Differentiable Energy). Let E be differentiable and m(#,y)-strongly convex, then the ma-
jorizers in Proposition 4.5 are given by

Wz7,2(0)) < Dg, (z7,2i(0)) = Dg; (0, VE(z7], y3,0))
< Wg, (=VEa(x7),27)
1 * 2
< mHVE(%JJwQ)H .
4.3.3 Intermission: One-Dimensional Example

Let us illustrate our discussion with a toy example. We consider the non-smooth bi-level problem of
learning the optimal sparsity parameter 0 in the bi-level problem:

1 * 2
(4.18) min §|x —z(8)]°,
. 1
(4:19) subjectto  x(0) = argmin _ |z - y|? + 0|x).

As the lower-level energy is 1-strongly convex and the upper level loss is quadratic i(x,y) < Dg,(z,y)
holds. Detailed derivations of all three surrogate functions of this example can be found in the appendix.
Figure 4.1 visualizes these surrogates, plotting their energy values relative to #. Due to the low dimension-
ality of the problem, all surrogate functions coincide with the original loss function at the optimal value
of 0. It is further interesting to note that the Bregman surrogate is exactly identical with the original loss
function in the vicinity of the optimal value, due to the low dimensionality of the example.

4.3.4 Iterative Majorizers

We used subsection subsection 4.3.2 to construct a series of upper bounds to facilitate a trade-off between
efficiency and exactness. However what happens if we are not satisfied with the exactness of the Bregman
surrogate (4.9)? This setting can happen especially if z* and z(#) are significantly incompatible and
subsequently I(z*, z(0)) is large, even for optimal 6. For example if we try to optimize only a few hyper-
parameters we might not at all expect z() to be close to z*. This discussion can again be linked to the
notion of 'separability’ in SVM approaches [292]: The quality of the majorizing strategy is directly related
to the level of 'separability’ of the bi-level problem.

However, we can use the previously introduced majorizers iteratively. To do so we need to develop a
majorizer that depends on a given estimate z.

Proposition 4.7. Under the standing assumption that [(x,y) < Dg,(z,y) (4.8) and if the loss function is
induced by a strictly convex function w : R® — R, i.e. l(x,y) = D, (y, =), we have the following inequality:

(4.20) z,y) < Uz, z)+(V.i(z,2),y — z) + De(z,y).

Proof. It holds that /(z,y) = D, (y, z) which is equivalentto D, (y, z) + Dy(z,z) — (Vw(z) — Vw(z), 2 — y)
by the Bregman 3-Point inequality [62, 285]. Using the standing assumption and that Vw(z) — Vw(z) =
V.Dy(x, 2) we find the proposed inequality. [ |

Assume we are given an estimated solution z;, then we can use this estimate to rewrite our bound to

U7, 2i(0)) <U(a7, T:) + (VI(z7, ), 2:(0) — Z4)

(4.21) + Dg (2, 2;(0)).

This is a linearized variant of the parametric majorization bound and as such a nonconvex composite
majorizer in the sense of [104], as such a key property of majorization-minimization techniques remains
in the parametrized setting, choosing z; = z;(6%):
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Proposition 4.8 (Descent Lemma). The iterative procedure given by repeatedly minimizing the right-
hand side of (4.21) in 6 and setting ; = x;(0*) is guaranteed to be stable, i.e. not to increase the bi-level
loss:

N N

(23) ST (@ (054) < S0 (2 24(6Y))

i=1 =1

Proof. See appendix. |

However this algorithm cannot be applied directly, as we would still need to differentiate x;() appearing
in the linearized part. Nevertheless, we can use both Fenchel’s inequality (p,z) < E(z) + E*(p) and
the previously established Dg, (z,z(0)) = E(x,y,0) — E(x(0),y, ) to find an over-approximation to the
iterative majorizer of Proposition 4.8:

Uz}, xi(0))
<7, z;) — (VI(z7,2:), Ti)
+ E* (Vi(x},%;),9:,0) + E(x;(0),y:,0)
+ E(Zi,y:,0) — E(xi(0), y:,0)
=z}, 2;) — (VI(27, %), Zy)
+ E(Zi,y:,0) + E* (VI(z], %), yi, 0)
This estimate reveals that we can approximate the iterative majorizer much like the previously discussed
surrogates:

Iterative Surrogate

(422) E(fc“y,e) +E* <VZ<x:7£z)ayl79) +Ca

as the constant C = i(z},z;) — (Vi(z}, %;), z;) does not depend on 6. We essentially return to (x.12) and
only the input to E and E* changes with respect to z;. This strategy recovers the previous majorizer as a
special case:

Corollary 4.9. If we linearize around i; = «%, then we recover the Bregman surrogate of (4.9).

Proof. If z; = z},then l(z},z;) = 0and Vi(z}, z;) = 0 by the properties of the differentiable loss function.
As such the constant term C'is zero and E* (Vi(z},Z;),y:,0) = E*(0,y;,0) so that we recover (4.12) which
is equivalent to the Bregman surrogate (4.9). [ |

We can use this surrogate to form an efficient approximation to a classical majorization-minimization
strategy as in [273, 187, 186, 127]. Notably the "tightness’ of the majorization is violated by the over-
approximation, i.e. inserting 6* into the majorizer does not recover i(z}, ;(6%)). We iterate

N
Ot = argmin > E* (VI x5, 0%)), is 0
23 ! ; (Vi(a7,2i(0%)), yi,0)

+E (x(ek)v Yi, 0)

As the application of this iterative scheme reduces to a simple change from (4.12) to (4.22), we can easily
apply it in practice to further increase the fidelity of the surrogate by solving a sequence of fast surrogate
optimizations. We initialize the scheme with z; = z} as suggested from Corollary 4.9 and either stop
iterating or reduce the step size of the surrogate solver if the higher-level objective is increased after an
iteration.
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4.4, Examples

This section will feature several experiments’ in which we will illustrate the application of the investigated
methods. We will show two concepts of new applications that are possible in parametrized variational
settings, subsection 4.4.1 and subsection 4.4.2. We then show an application to image denoising in
subsection 4.4.3.

4.41 Computed Tomography

Making only specific parts of a variational model learnable is especially interesting for computed tomog-
raphy (CT). An image =z is to be reconstructed from data y = Ax + n that is formed by applying the radon
transform to the image z and adding noise n. While first fully-learning based solutions to this prob-
lem exist (e.g. [137, 141]), suitable networks are difficult to find not only due to the ill-posedness of the
underlying problem, but also due to the well-justified concerns about fully learning-based approaches
in medical imaging [8]. To benefit from the explicit control of the data fidelity of the reconstruction,
we consider to introduce a learnable linear correction term into an otherwise classical reconstruction
technique via

1
zi(0) = argmin || Az — i3 + BR(x) + (2, N(0,1:)),

for a suitable network N (we chose 8 blocks of 3 x 3 convolutions with 32 filters, ReLU activations, and
batch-normalization, and a final 5 x 5 convolution), and R denoting the Huber loss of the discrete gradient
of z.

As both convex conjugates are difficult to evaluate in closed-form, we choose the gradient penalty (4.17),
which is a parametric majorizer for euclidean loss if A has full rank (and practically even works beyond
this setting, as it majorizes || A(x — y)||? even for rank-deficient A). According to (4.17) we consider

. * * * * 2

grelﬁg ; |A* Az} — A%y; + BV R(z]) + N (0, v:)||3,
train on simulated noisy data and test our model on the widely-used Shepp-Logan phantom. Figure 4.2
illustrates the the resulting reconstruction, as well as the best reconstruction using the variational
approach without the additional linear correction term after a grid-search for the optimal 3. As we can see,
the surrogate trained the linear correction term well enough to improve the PSNR of the reconstruction
by almost 2dB. Moreover, the influence of the linear correction term can still be visualized and the data
fidelity can easily be controlled via a suitable weighting. We visualize the correction map in the appendix.

4.4.2 \Variational Segmentation

For a very different (and non-smooth) example, consider the task of learning a variational segmentation
model [57, 53, 77, 207]. We are interested in learning a model whose minimizer coincides with a (semantic)
segmentation of the input data. The lower-level problem is given by

(4.24) 2(0) = argmin —(N(6,y), z) + || Dall1 + h(z),

where h(x) = 377, @;log(z;) + Ia(z) is the entropy function on the unit simplex A [24]. N'(6, y) is some
parametrized function that computes the potential of the segmentation model, this can be a deep neural
network, as we only require convexity in z and not in 6. D is a finite-differences operator, so that the
overall total variation (TV) term || Dz||; measures the perimeter of a segmentation z if € {0,1}". The
entropy function crucially not only leads to a strictly convex model but also represents the structure of a
usual learned segmentation method. Without the perimeter term, a solution to the lower-level problem
would be given by

(4.25) z(0) = Vh*(N(6,)).

1An implementation of these experiments can be found at https://github.com/JonasGeiping/ParametricMajorization.
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Figure 4.2: Learning a linear correction term for a Huber-regularized CT reconstruction problem using the
gradient penalty (4.6).

Due to [240, Pa48], Vh* is exactly the softmax function, so that (4.25) is equivalent to applying a parametrized
function A and then applying the softmax function to arrive at the final output, a usual image recognition
pipeline during training. As a higher-level loss, we choose log loss

N N
(4,.26) > (a7}, log(wi(9))) = Z Dy (7, 2:(6))

i=1

so that the bi-level problem without the perimeter term is equivalent to minimizing the cross-entropy
loss of A/(6,y). With the inclusion of the perimeter term, however, we cannot find a closed-form solution
for () need to consider bi-level optimization. But, as the log-loss (4.26) can be written as a Bregman
distance relative to h, our primary assumption /(z,2) < Dg,(z, 2) (4.8) is fulfilled and we can consider
the Bregman surrogate problem in the dual setting of (z.14):

N
(4.27) meinz min Wi (N0, 4:) — 21, 27) + Wry (i, 27),
i-1
which we can rewrite to
N
min min h* (N(0,v;) — DT p;
(4.28) 6 llpilI<1 W) )

— N0, 1), 27) + || Dx7 1.

We note that this is essentially a cross-entropy loss with an additional additive term p;, that is able to
balance out incoherent output of A/(6,y;) that would lead to erroneous segmentations with a higher
perimeter. Furthermore, the training process is still convex w.rt to N(6,y;), in contrast to unrolling
schemes. The iterative model (4.23) has a very similar structure, including the gradient of the loss into
(4.28).

To validate this setup, we choose N to be given by a simple convolutional linear model. We draw a small
subset of the cityscapes dataset and compare the cross entropy model of (4.25) with the total variation
bi-level model of (4.28) and its partial and iterative applications. Figure 4.3 visualizes the training accuracy
over training iterations. We find that the proposed approach is able to improve the segmentation accuracy
of the linear model significantly. We refer to the appendix for further details.
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Figure 4.3: Training accuracy for the variational segmentation model discussed in subsection 4.4.2 for
a linear model N (6,y;). Directly training a cross-entropy loss without the perimeter term, training the
Bregman surrogate (4.28), the Partial surrogate (4.16) and four iterations of the iterative scheme are
compared. We find that the end-to-end training with the perimeter term increases the segmentation
accuracy. We also see that a small number of iterations in the iterative scheme is sufficient for a practical
CV task.

Model | PSNR | T | PSNR(lter) | TT

Total Variation | 27.41 - - -
3 3x3 Filters 26.66 | 00:34 27.66 02:21
48 7x7 Filters 27.41 02:45 28.03 03:11
96 9x9 Filters 27.46 | 01:43 28.03 02:22

Table 41: Training time (T) in minutes for each surrogate computation and PSNR on the test dataset for
various gray-scale filters for the energy model in (4.30) with and without the iterative process of (4.22)
and total time (TT) for the iterative process are compared to total variation with optimal regularization
parameter. Note that training time varies mostly due to differing iteration counts. The results of the
convex model of [68] are reproduced.

4.4y, EXAMPLES

67



68

4.4.3 Analysis Operator Models

Finally, we illustrate the behaviour of our approach on a practically relevant model, learning a set of
optimal convolutional filters for denoising [245, 68]. We consider the parametric energy model

.1
(4.29) 2(0) = argmin [z — yi||* + || DO)[r,

with D(6) denoting the convolution operator to be learned, which is prototypical for many other image
processing tasks. We consider square loss I(z,y) = §||z — y||* as a higher loss function and apply our
approach. A Bregman surrogate for this model has the form

1
(4.30) mmzugl‘l‘gllll? zi |l + SIDTO)pi — will*

Model (4.29) was previously considered in [68, 66], where it was solved via implicit differentiation. We
repeat the setup of [68] and train a denoising model on the BSDS dataset [188]. Refer to the appendix for
the experimental setup and optimization strategy.

Table 4.1 shows both PSNR values achieved when training D(6) as convolutional filters as well as training
time. In comparison to [68], we find strikingly, that we can train a convex model with similar performance
to the convex model in [68], while being an order of magnitude faster than the original approach. Fur-
thermore in [68], the necessary training time jumps from 24 hours for 48 7x7 filters to 20 days for 96 9x9
filters - in our experiment the training time is almost unaffected by the number of parameters, and in
this example actually smaller as the larger model converges faster. Also this analysis validates that the
iterative process is crucial to reaching competitive PSNR values.

4.5 Conclusions

We investigated approximate training strategies for data-driven energy minimization methods by introduc-
ing parametric majorizers. We systematically studied such strategies in the framework of convex analysis,
and proposed the Bregman distance induced by the lower level energy as well as over-approximations
thereof as suitable majorizers. We discussed an iterative scheme that shows promise for applications in
computer vision, particularly due to its scalability as shown by its application to image denoising.
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This appendix is the original appendix of Geiping & Moeller [2019][105].

4.A Convex Analysis in Section 3

4.Aa Details for Derivation of (4.11) to (4.12)
Equation (4.1) in the main paper describes the application of Bregman duality:

(421) D%e (x},2;(0)) = D%e (0,q;) ¢ € OE(x},y;,0),

which is a common application of the following identity [44, 28]:

Lemma 4.10 (Bregman Identity). Consider a convex Isc. function E : R® — R with a subgradient
p € OE(y). Then, the following identity holds:

Di(x,y) = Dg-(p,q), q€ IE(w)

Proof. This property follows from equality (Fenchel’s identity) in the Fenchel-Young inequality E(z) +
E*(p) = (p,x) < p e E(x). To see this we write

Di(z,y) = E(x) — (p.z) — E(y) + (p,y)

and apply Fenchel’s identity for p, y to find

DY(x,y) = E(z) — (p,z) + E*(p)

We then introduce any g € OE(z) by writing (p,z) = (p — q + q, =) and apply Fenchel’s identity again:
Di(x,y) = E*(p) — E*(q) — (x,p — q) = Dg-(p,q)

The step from (4.11) to (4.12) is simply the first step of this derivation:

Dp, (a},z:(0)) = B2y, 0) = (0,27) + E"(0,:,6)
(412) =D3: (0,q) = B(a},yi.6) + E*(0,,.9)

as p; = 0 is a subgradient of £ at z;(#) and ¢; at ;.

4.A.2 Details for Derivation of (4.44) to (445)

A crucial subtlety of Lemma 4.10 is that this identity holds for any ¢ € 9E(z) and the choice of subgradients
is irrelevant, the Bregman distance is equal for all choices. This motivates the introduction of the -
function Wg(p, z) = E*(p)+ E(x)— (p, z). This function is convex in either p or z and always non-negative.
It can be understood as measuring the deviation of p from subgradients of x as a direct implementation
of the Fenchel-Young inequality. As such it is 0 exactly if p € dE(z). Previous usage of this function can
be found for example in [46, 237]. For Legendre functions [19], i.e. functions where both E and E* are
(essentially) smooth, the connection to Bregman distances is immediate:

for non-smooth functions this is also a part of the proof of Lemma 4.10, replacing VE*(p) by y € OE*(p).
As such, we can write (4.12) as

(412) D3.(0,q;) = W, (0,27).
The introduction of this function then allows us to show that

(4.15) WE(O,JZT) e leinWEl,a(—Z,l‘;‘) +WE2,9(Z,LE>;)
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Figure 4.4: Visualization of the Bregman surrogate problem in primal formulation (left) and dual formula-
tion (right). The problem in visualized over all (z, ), respectively (z, ). The admissible x(#) are marked
in orange in the left contour plot and the optimal z(6) one the right. The optimal value in 6 is marked in
green in both plots.

under the assumption in (4.13), that E can be written as E; + E5, with both functions convex. We recognize
this as the clear extension of the infimal convolution property E*(0) = min, Ej(—z) + E3(z) (which itself
can be understood as Fenchel’s duality theorem applied to E;, E,) to these functions, in the smooth
setting this could be written via

D.(0,VE(x})) = min Dy (~2,VEi (7))
+Dp; (2, VE; (x7)).
We arrive at (4.15) from (4.14) by rewriting E in (4.14):
mzin Eq(x,y:,0) + Ea(x],y;,0)

(4.14)
+ Ef(—2,y:,0) + E3(2,v:,0)
zmzlnEl(xf,yl,G) + EZ(x;kayzve) + <Z,.’E;k>
=+ ET(_Zvyiaa) + E;(Zvyiﬁa) - <Z,J,‘:<>
(4.5) =min W, o(~7227) + W, (2, 27).

4.A.3 Proof of Proposition 2
Proposition 4.2 (Ordering of parametric majorizers). Assuming the condition I(z, z) < Dg,(x, z) from
(4.8), we find that the presented parametric majorizers can be ordered in the following way:

(), 2(0)) < DY, (a7, 2:(6)) = Dy (0, ;)

< min Wg (—2,2])

z2€0Es (z])

1
< ——|al? st g € OE(x),y,0).
il (a1, .)

The Bregman surrogate majorizes the original loss function and is in turn majorized by the partial sur-
rogate which is majorized by the gradient penalty under the assumption of m(6,y)-strong convexity of
FE.

Proof. The first inequality follows directly by the assumption i(z, z) < Dg,(z, z). The second inequality
is the application of Bregman Duality discussed in Lemma Lemma 4.10. From (4.15) we now see that
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Dfﬂe 0,4:), i € OE(z},y;,0) can be written as @ minimum over 2. Clearly choosing a non-optimal =
yields an upper bound to this minimal value. Without loss of generality, we choose z € Fs(x}) so that
Wg,,0(z, z}) is equal to zero.

Now we assume that E is m(6,y)-strongly convex. We subsume this strong convexity term in E; again
without loss of generality so that FE; is strongly convex. By convex duality [21], this implies that E7 is
m(6,y) strongly smooth, i.e. D% (p,q) < mﬂp — q||?. Following (4.12), we write

Wi; (—2,27) = Dy

(—Z,T) 268E2(xf7yi>3)7
(S 5E1($f,yz‘79)

<=z
~ 2m(f,y)
1 2
= a5 _ a0 4 i L fv i)
T @ € OB (@], i,0)
under mild assumptions on the additivity of subgradients of E; and Es. [ |

4.A.4 Derivation of the surrogate functions for the example in 4.3.3
Subsection 4.3.3 discusses the non-smooth bi-level problem given in (4.18) and (4.19):

: 1 * 2
(48) min o[z — z(6)[%,
. 1
(4.19) subject to 2(0) = arg min §|x — > +6z|.

for both 2*,y € R. In this setting, the 'primal’ formulation of the Bregman surrogate is given by
1 1

(410 ex.) meinmax i\x* T — §|x —yl2+0(|z*| - |z|)

whereas the 'dual’ formulation is given by

1 1
(412 ex.) mein‘rzr‘ligré §\x* —y|* + 0|z +§|z—y\2.
Note that this problem is convex in z, 6 as the epigraph constraint |z| < ¢ is convex. Both (equivalent!)
variants are visualized in Figure 4.4. We see that the saddle-point of the primal formulation and the
minimizer of the dual formulation correctly coincide with the optimal 6.

Moving forward, we set B (z,y) = 3|z — y|? and Ex(z, ) = 6|z| to compute the two partial surrogates.

Firstly Wg, o(—z,2%), 2z € 0E>(x*) leads to

1
(416 exa) min o[z —y+4q*, g€z,
where we take ¢ = sign(z*) as z* # 0 in our example. As F; is a quadratic function, this is also equivalent
to the gradient penalty in (4.17). The second partial surrogate, Wg, ¢(z, z*), 2 € OE;(z*) can be written as
(416 ex.2) main Olz*| + Ij<o(z™ —y) — (z", 2" —y)

= min 0|z*|+ C.
o> —y| <6

Figure 4.4 here and Figure 1in the main paper both arise from the data point z* = 0.3,y = 1.5.

To give some more details on the fact that the Bregman surrogate is exactly identical with the original
loss function in the vicinity of the optimal value, note that this is caused by the special structure of the

Bregman distance of the absolute value, D|(z,y) as Dg,(z,y) decomposes into 1|z — y|?> + 6Dy (z,y).

This function is equal to the higher-level loss function as soon as the signs of z* and z(6) coincide and
as such the majorizer is exact, even if it is much easier to compute.
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4.A.5 Proof of Proposition 4

Subsection 4.3.4 describes an iterative procedure for repeated application of the majorization strategies
discussed in subsection 4.3.2 This scheme was based on the result of Proposition 4.5:

(4.20) lz,y) <l(z,2) +(V.l(z,2),y — 2) + Dg(z,y),
inserting z = z}¥,y = x;(0), z = 7;(0*) leads to
U}, 2i(0)) < Uxf,2i(6%)) + D, (2:(6%), 2:(6))

.20b
(4.20b) +<Vl(x;‘,a:i(0k)),3:i(9) —$i(0k)>.

Equation (4.20), respectively (4.20b), lead to a monotone descent of the higher-level loss, as shown in
Proposition 4:

Proposition 4.4 (Descent Lemma). The iterative procedure given by
N

08! = argmin Z I(axf, x;(0%))

o =
+ (VU] 2i(0")), 2:(0) — 2:(6%))
+ Dy, (2:(6%),2:(6))
is guaranteed to be stable, i.e. not to increase the bi-level loss:

N N
(4.23) Dl (ap i (05T) <> 1 (a7, 2i(0F))

Proof of Proposition 4. #¥*1 is a minimizer of the iterative scheme. Therefore, evaluating the iteration at
6%+ leads to a lower value than evaluating at 6*:

N
> Ut i) + (Vi(], i (0%)), 2:(0"1) — 2i(6%))
i=1

+Dp,,,, (2:(0°),2:(0°1))

Egkt1
N
< Zl(vaxi(e’“» + (V@) (7)), 2 (0F) — 24(6%))

+D% (z:(6%), 2;(6%))

SDICACD)

Now the left-hand-side is also equivalent to (4.20b) evaluated at 8***. Applying the inequality in (4.20b)
foralli=1,..., N we find

N

N
Zl(xf,xi(ﬁkﬂ)) < Zl(mf,xl(ﬁk)) |

=1
Remark 4.5. The iterative scheme given in (4.23), i.e.
N
0"l — argmin > E* (Vi(z*, 2,(0%)), ;.0
g1 ; (Vi(z}, 2i(6%)), vi, 0)
+E (w(@k),yi,ﬁ) )

is an over-approximation of the iterative scheme discussed in Proposition 4. As such we expect the
results of Proposition 4 to hold only approximately as stated in the main paper.

(4.22)
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Figure 4.5: Illustrate our results for learning a linear correction term for a Huber-reguralized CT recon-
struction problem. In reference to Figure 2 in the main paper we also visualize input data and the learned
linear correction map. The predicted linear correction term can be visualized and inspected, and its
influence can easily be quantified or explicitly scaled via a parameter.

4.B Experimental Setup

This section will add additional details to the experiments presented in the paper?.

4.Ba  CT - Additional Details

The implementation of the CT example in subsection 4.4 is straightforward. We generate pairs (v}, z})
of noisy sinograms and ground truth images and optimize

* _A* A2
ggg;Z“A Az} — Ay, + BVR(z7) + N (0, 9:)I3-

We test our model on the widely-used Shepp-Logan phantom, comparing the learned model with a pure
Huber-TV solution, for which we found the optimal parameter 8 by grid search. This setup was imple-
mented in Matlab. To visualize the linear correction term, we repeat an extended version of Figure 4.2.

4.B.2 Segmentation - Additional Details

The segmentation experiment shown in Figure 4.3 of the main paper shows the results of training the
variational model in (4.24), which corresponds to an augmented cross-entropy term, as discussed in
subsection 4.4.2.

The partial surrogate implemented in Figure 4.3 is a direct application of (4.16) to the segmentation setting,
giving

mlnz min (x Vh* (N(@,yi) - DTpi)) ,

7 pi€0l| D7

where the computation of the auxiliary variable p; is simplified. Note further that the gradient penalty
cannot be applied in this setting, as the segmentation energy E is not strongly convex. Similarly, the
iterative approach can be computed to be

N
A P i (mz(ek)

which is still convex in A/(0,y), but the input arguments now take previous solutions into account.

+N(0,y:) — DTm)

To emphasize the convexity of the setup, we choose N (6,y;) as a linear convolutional network of 32323
filters for each target class. We accordingly optimize the resulting convex minimization problems by an

2Refer also to the implementations hosted on https://github.com/JonasGeiping/ParametricMajorization
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optimal convex optimization method, namely FISTA [25]. To solve the inference problem in Eq. (25) we
apply usual strategies and optimize via a primal-dual algorithm [54] - to increase the speed we adapt a
recent variant [55] and consider the Bregman-Proximal operator in the primal sub-problem for which we
use the entropy function h described in the paper, paralleling [24, 216].

We draw four images and their corresponding segmentations from the cityscapes data set [75] and
implement the proposed procedures in PyTorch [219]. For Figure 3 we drew the first four images, which we
resized to 128x256 pixels. To visualize the improvement over the iterations, we initialize the subsequent
iterations of the iterative scheme again with the initial value of 9, so that the training accuracy curves
in Figure 3 are comparable. This is of course not strictly necessary and 6 could be initialized with the
current estimate in every iteration. We also point out that we visualize the actual training accuracy in
Figure 3, meaning the percentage of successfully segmented pixels after hard argmax of the results of
the algorithms.

4.B.3 Analysis Operators - Additional Details

For this experiment we considered the task of learning an "analysis operator’ D(9), i.e. a set of convo-
lutional filters 6% so that D(§) = Zszl 0y = = for a set of K filters. Due to anisotropy, we can write the
resulting minimization problem as

K
o1
z(0) = argmlniﬂz —yl* + Z||9k *xx||1.
* k=1

We repeat the experimental setup of [68] and train this model on image pairs z*, y of noise-free and
noisy image patches, to learn filters that result in a convex denoising model [67, 68]. To do so we draw
a batch of 200 64264 image patches from the training set of the Berkeley Segmentation data set [188],
convert the images to gray-scale and add Gaussian noise. To compare with [68] and [308] we do not clip
the noisy images and use Matlab’s rgb2gray routine to generate this data. Further, as in [68], we do not
optimize directly for the convolutional filters, but instead decompose each filter into a DCT-II basis, where
we learn the weight of each basis function, excluding the constant basis function [125]. Before training
we initialize these weights by orthogonal initialization [252] with a factor of 0.01, respectively 0.001 for
the larger 9xo filters.

To solve the training problem we minimize (4.30) jointly in 8, {p;},. We do this efficiently by taking
steps toward the optimal weights with the 'Adam’ optimization procedure [145] with a step size 7 = 0.1
(although gradient descent with momentum or FISTA [25] are also valid options). We use a standard
accelerated primal-dual algorithm [54] to solve the convex inference problem. For the iterative procedure
we repeat this process, computing x(6*) after every minimization of (4.30), inserting it as a factor into
E* and repeating the optimization. If the iterative procedure increases the loss value, we reduce the
step size T of the majorizing problem and repeat the step. If reducing the step size does not successfully
improve the result for several iterations, we terminate the algorithm.

We implement this setup in PyTorch [219] and refer to our reference implementation for further details.

For total variation denoising, which corresponds to choosing D(#) as the gradient operator with appro-
priate scaling, oV, we use grid search to find the optimal scaling parameter a.

We report execution times for a single minimization of (z.30) for different filter sizes in Table 4.1 as well as
total time for an iterative procedure. These timings are reported for a single GeForce RTX 2080Ti graphics
card.
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The following sections contain unpublished additional material.

4.C Extended Overview of Related Work

Bilevel optimization is an incredibly general formalism. This overview concentrates mainly on optimiza-
tion algorithms relevant to the task of training parametrized energy models. We are especially interested
in methods that scale to a large number of trainable parameters. For a more general introduction to
bilevel optimization, we refer to [82, 84].

In essence, we are faced with a problem of hyperparameter optimization, when considering the bilevel
optimization of energy parameters. If the dimensionality of the parameter space is small, then grid search
or Bayesian methods [195, 264, 29] can be applied. Linear bilevel problems allow us to guarantee the
solution to be an extremal value of the upper-level polyhedron. As such 'vertex enumeration’ techniques
can find the optimal solution in finite time [50, 30]. However as complexity increases, branch-and-bound
strategies [15] or evolutionary algorithms [262] are necessary. None of these approaches scale well to
larger dimensions.

Scalable approaches to bilevel optimization usually consider direct descent methods [153, 251, 74]. The
gradient of the loss function with respect to the parameters 6 is computed and a descent step in this
direction is taken. For this approach it is necessary that the considered energy is sufficiently smooth, as
the computation of the gradient in respect to the arg min requires implicit differentiation. As an example
of such a strategy, consider the strategy considered in [67, 66]: For the bilevel problem of (4.2) and (4.3),
rewrite the problem to a problem with equality constraints:

N
(4.31) Inin R(0) + Zzzl 1z}, x;)
(4.32) st. 0=V,E(zi,v,0) Vi=1,..., N.

This can be rewritten in terms of a Lagrangian

N

=1
so that an iterative descent algorithm takes the form
o1 = argmin, E(x,y, 0%)
(4.34) AL = [V2E(gF Ly, 08)] T (= Vi(a*, 2k )
0k+1 = DescentStep (0%, Vo(V,E(z* 1, y, 6F), AFF1))

This algorithm requires the evaluation and inversion of the Hessian of F which comprises a large com-
putational effort. The inverse matrix can usually not be stored in memory for practical parametrized
energies, so that the inverse has to be computed iteratively from evaluations of the Hessian-vector prod-
uct. Higher-order methods, such as a Newton method as considered in [157] require derivatives of even
higher order.

Furthermore the complexity increases if non-smooth energies F are considered. The problem of directly
minimizing 6 without assuming that E is smooth leads to optimization problems with equilibrium con-
straints (MPECs), see [26] for a discussion in terms of machine learning or in more generality [83, 82, 84]
and [74]. To remedy this issue, elaborate smoothing techniques are usually employed when optimizing
nonsmooth parametrized energies. This approach has been successfully applied to many problems of
parameter optimization in image processing, as attested for example in [48, 68, 66, 67, 79, 80, 110, 119, 120].

A very different, but highly practical strategy is to employ 'unrolling’. The bilevel problem is transformed
into a single level problem by choosing an iterative optimization algorithm A, that produces an approxi-
mate solution to the lower-level problem after a fixed number of iterations. z(0) is then replaced by the
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approximation A(y, #). Automatic differentiation [111] allows for an efficient evaluation of the gradient
of the upper-level loss w.r.t to this reduced objective

(4.35) min R(0) + ; 1z}, Ay, 0)).

Unrolling is a prominent strategy across fields, e.g. MRF literature [14, 189] in deep learning [312, 64, 58, 173]
and in variational settings [215, 164, 163, 113, 114, 238]. This technique can also be applied to nonsmooth
lower-level energies, if the optimization algorithm A is chosen carefully not to contain non-differentiable
operations [215, 216, 163]. Returning to the discussion of implicit and explicit models in the introduction of
this chapter, unrolling often works well because it combines the parametrized energy and its optimization
algorithm into a single explicit process. However it is usually unclear how easy it is to separate the
optimized parameters from the chosen algorithm and the chosen number of steps, i.e. formalizing to
what extent this method learns an optimal energy E for arbitrary optimization algorithms and precisions.

Later works [69, 65, 113, 114] further develop this strategy to allow the lower-level parameters to change
in between the fixed number of iterations, leading to residual convolutional neural network [117] type
structures that model differential equations, but cannot be cast as energy formulations. As pointed out
in [146], these strategies are more aptly considered as a set of nested quadratic lower-level problems.

A set of very different tools is applied in structured prediction, although the parameter learning task is
similar. Structured prediction is a generalization of linear classification methods, in particular support
vector machines [292, 76]. The goal [209, 287, 281, 78] is to find an optimal discriminant function, that is
generally assumed to be linearly dependent on a vector of parameters # € R? and a feature representing
function ¢ : R® x R™ — RP, so that the discriminant function is given by

(4.36) f(y,0) = argér)l(an, (2, y))-

Usually the output z is drawn from a discrete and structured output space X (hence the name). Structured
prediction is generally concerned with output spaces which are discrete, but where the maximization
in (4.36) is still feasibly solvable, e.g. conditional random fields [274], context-free grammar [283] and
others [235, 282, 280]. Given a set of training samples the parameter optimization problem is also a bilevel
problem - finding the optimal parameters 6, so that the regularized empirical risk R(6)+ 3", I(xF, f(y,0))
is small. Yet, this objective is not directly optimized, instead an upper bound is constructed that can be
feasibly minimized (Note that the structured prediction problem is nonsmooth, due to the complicated
structure of the constraint set X). If the training data is separable® and a classification loss is considered,
then the training problem is

(4.37) min R(6) st (0, ¢(z],y) = d(ziy) 21 Vo € X,

whereas for an arbitrary loss function and arbitrary data [287, 281], the training problem is given by

C N
(4.38) eeugl,?éw "O+y ; ‘
(439) st (0,9(x],y) — (@i y) = (], 2:) =& Vo € X.

The difference in comparison to the previously discussed methods is striking, yet structured prediction
methods are successfully used in training a wealth of computer vision applications [276, 95, 310] even
beyond for more complicated prediction strategies, e.g. [147, 73], where f(y,0) = argmin A (n(6,y), z) +
TV (z) is given by a neural network n(8,y) and combined with total variation regularization during pre-
diction.

3We will return to the concept of separability in the next section in greater detail.

CHAPTER 4. PARAMETRIC MAJORIZATION FOR DATA-DRIVEN ENERGY MINIMIZATION METHODS




DEDBEEOENdEEnRA
DA ENDESENEN
ENEEDEBEBNNEEER
ENSNESEEERNENE
ONEFEEREBESEAEES
ENEAEErHNSEEA
Sl EEREEEEN
NENEZEEENEDE0E
SHENERINS0=ENES
EENNEBEEEESEA
HENSSEANDESINSE
DN ENRNSER
HaESESEEEAIEEN

Figure 4.6: 168 Convolutional kernels of size 13x13 trained for the denoising task.

The underlying principle in (4.36) is perceptron loss [244]. In a more general setting known as structured
perceptron loss [72, 175], generalized [168, 167] or multiclass perceptron loss . This strategy is applied to
find parameters of a parametrized energy by optimizing

N
(4-40) melnz;mwa’XE(xz?yue) - E(x7yia9)a
i=

although usually not written down in this form, but as a coordinate or stochastic gradient descent over all
samples, where in each step, the approximate solution min, E(x,y;, 0*) is computed and then a gradient
step in 0 is taken. However this approach, while simple, does not take a loss function or regularization
into account [209]. [168] further remarks that a practical problem with (4.40), especially for parametrized
energies with high degrees of freedom is the phenomenon of energy collapse, where the optimal solution
of (4.40) is given by an energy that assigns equal values to all z € R™.

Finally, we also mention a quite different view onto bilevel optimization. Essentially, bilevel optimization
can also be understood as a nonconvex composite optimization problem [171, 88]. Considering the
decomposition of [104], we can solve a composite optimization problem G(p(6)) + R(6) as a majorization-
minimization scheme, iterating

(4.27) 0"+ e arg g}}nWG(p(@’“)), p(0) = p(60")) + R(0) + Dn(p(6), p(6")).

This is our bilevel optimization problem, only the function p : R? — R" is highly complicated and non-
smooth.

4.D Analysis Operator Learning - Additional Figures

Additional visualization of the learned filters can be found in Figure 4.6 and Figure 4.7. An example of an
image denoised by these filters is visualized in Figure 4.8.
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Figure 4.7: Filter for single-Level Bilevel Surrogate on the left, Filters after iterative bilevel surrogate to
the right.
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Figure 4.8: Denoising by a learned anaylsis operator. From left to right: ground truth, noisy data and
denoised image. Image taken from the BSDS test set[188]

4.E Derivation from Support Vector Machine Principles

This appendix will focus on introducing the concept of parametric majorization derived in the main work
for the training of nonsmooth parametric energies from first principles from a perspective of appropriate
generalizations of training methods and concepts for support vector machines [292], and their exten-
sions to structured prediction [287, 281] even to our more general bilevel problems. This will lead to
a substantially different viewpoint onto the discussed parametric optimization, but recover the same
functionality.

We will first focus on clarifying additional definitions. The bilevel problem posed in (4.2) and (4.3) is
only well-defined if the minimizer of E is unique. This requirement is not to be understated. Consider
the simplest example of finding the optimal ¢ € R, so that minimizing the energy E(z,y,0) = (z — y)?
recovers the optimal scale factor between z € R and y € R. The minimizer is unique for almost all 9,
but in the case of § = 0, where any z € R is a solution to the energy minimization problem. Classical
bilevel literature distinguishes optimistic and pessimistic approaches [84] to the non-uniqueness of the
minimization problem. In the first case, returning the best solution among the set solutions to the lower-
level energy, as measured by the value of the higher-level loss and the second returning the worst. For our
purposes, the optimistic strategy is problematic, as we do not which solution to pick in the unsupervised
case, i.e. when minimizing the energy model after training with new data.

To remedy this problem, we set the following assumptions.

Assumptions:

- The energy E is convex w.rt to its first argument for all y € R™ and 6 € R? and continuous w.r.t to
its second and third argument, dom E is nonempty.
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« The energy E has a unique minimizer w.r.t to its first argument for all y € R™ and 6 € R?.

« The loss function [ is continuous in both arguments and fulfills i(a, b) > 0, I(a,a) = 0 Va,b € R™.

It is crucial for the stability of any training procedure, that the energy is well-posed for any data y and
parameters 6, although we could of course in practice reduce these assumptions to necessarily hold
only for data y from the expected data distribution and for the optimal parameters 6* and the sequence
{6*}K | of parameters evaluated during training.

4.Ea The Separable Case

We can draw a parallel to the literature on structured prediction and generalize the notion of separability.
A structured model is separable if parameters 6 exist, so that the empirical risk (the loss over all training
samples) is zero [287].

Definition 4.6 (Separable). We define the problem of training an energy model E to be separable on a
training set {(z},v:)}, if optimal parameters 6* exist, so that the higher-level loss [ is zero:

N
(4.42) 0= nbin;l(a:f,xiw)).

Clearly this property is both related to the 'expressiveness’ of possible mappings z;(0) = arg min, F(z,y;, 0)
and to the simplicity of the training set. Returning to the example of TV denoising, the problem is separa-
ble, if all training example z; are generated via TV denoising of unknown input images y with an unknown

(but fixed) parameter 4. Conversely, if we consider arbitrary pairs (z*,y;) of natural images and their noisy

counterparts, then the training problem is likely not to be separable. Yet even for an arbitrary vectors

(z*,y) , the energy E(z,y,0) = i||z — 6]|? is separable, as long as the pair (z*,y) is the full training set

(Learning z(0) = 6 = x*).

We now make use of the additional assumption that i(a,b) = 0 = a = b. Under this assumption,
separability implies a statement in terms of the energy as the set of constraints given by

(4.43) E(z,y;,0) > E(z},y;,0) VeeR"Vi=1,...,N,

paralleling the usual SVM definition, i.e [287]. While the set of constraints given above is feasible in some
structured prediction tasks, where x is drawn from a discrete set, or can be approximated through cutting
planes schemes [138], this is not the case for the continuous setting, that we consider. However, due to
convexity of E, we are always able to efficiently reduce the constraint set by minimizing over z, so that
we are left with V constraints

(4.44) m]iRn E(z,y;,0) = E(x},y;,0) VeecR"Vi=1,...,N.
reR™

We could consider this as a minimization problem and find

(4.45) mein R(#) st m]iRn E(z,y;,0) = E(x},y:,0)
zER™
(4.46) Ver e R"Vi=1,...,N.

However as we assume F to have a unique minimizer, the constraints are equally stated as z} = x;(6)
and we can use the convexity of E to reduce the bilevel problem to the single level problem without
auxiliary minimizations,

(4.447) min R(6) st 0€9dE(x],y:,0),
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Figure 4.9: Visualization of Example 4.8. The true bilevel loss (in blue) and the gradient penalty of (4.48)
(in red), visualized for separable data (z*,y) = (0.5,3) and nonseparable data (z*,y) = (3.0, 2.5). Note
that the minimizers coincide in the separable case.

that can be solved as a standard (possibly non-convex) constrained optimization problem. If R(6) = 0
and E is differentiable, then we can even formulate an unconstrained minimization problem

. * 2
(4.48) mam; IVE(z7, y:, 0)I%,

which we will denote as gradient penalty from now on. In some sense, this will be our prototypical
example of a surrogate function for the full bilevel problem.

Remark 4.7 (Separability and value optimization). The separability condition is also closely related to
value constrained bilevel reformulations [247, 266], as it allows to rewrite the bilevel problem to

N
Imin R(0) + ; Iin l(xf,x)

st. E(z,y,0) < E(z7,y:,0).
This is only an equivalent reformulation for separable data.

Example 4.8. As an example, consider the parametrized energy

9
(4.49) E(2,y,0) = Sl —yI” + |2,

with the analytical solution z(6) = max(y — 5,0) and the assorted bilevel training problem

min 1|:1: —z(0)* + l||9|\2 st. z(0) = argmin E(x,y, ).
6>c 2 2 T

For scalar values, we can visualize the higher-level objective in Figure Figure 4.9. This example, also
discussed in [157] is especially interesting in light of our discussion about separability. If we only consider
a single data point (z*,y) as training datum, then the problem is separable if 0 < z* < y + 1 and
non-separable else. We find that the single level surrogate of (4.48) can sucessfully minimize the bilevel
problem in the separable case of Figure 4.93, but not in the nonseparable case of Figure 4.9b.

The case detailed in Example 4.8 is a generalization of the fact that a perceptron algorithm is sufficient
to learn linearly separable data [209].
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4.E.2 The Notion of Margin

Crucially, a support vector machine constructs a maximum margin hyperplane, increasing the stability and
robustness of the classification. It is worthwhile to explore generalizations of this concept to arbitrary
parametric energies. A classical SVM for binary classification (using the 0 — 1 loss function I(z,y) =
1,—,(x,y)) constructs a margin variant of (4.43) by enforcing the constraints

(4'50) E('r7y’i>0) 2 E(x:7y’b79) + m,

Vai #x € R"Vi=1,...,N, and maximizing the margin m > 0. This concept of a fixed margin can only
be considered for energies whose minimizers can be drawn from a discrete set.

Remark 4.9. For parametric energies that are linear in 6 (as discussed in both structured prediction and
support vector machines), maximizing a margin m and regularizer R(6) = I} <1(9) is equivalent to the
usual SYM margin formulation

1
However this reformulation cannot be applied for arbitrary parametric energies.

For continuous energies, we need to consider a generalization of the margin rescaling of large margin
methods for structured prediction [287, 280]. We construct a set of constraints by

(452) E(x7yi30) 2 E(vang) + ml(x;‘,x),

Vo € R* Vi = 1,...,N. Without the linearity of £ however as in [282, 287] the problem of finding
parameters # with maximal margin,

(453) max m s.t. E(myyzve) > E(xr7yza9) +ml(a:f,x)

0,m

Ve € R"Vi=1,...,is difficult to solve.

Nevertheless, we can again use the convexity of E to provide structural information analytically. We do
this by equating the notion of margin with (relative) strong convexity. We define a margin for continuous,
convex parametric energies.

Definition 4.10. A convex parametric energy E : R™ x R™ x R? — R to has a margin of m(6), relative
to a loss function | : R"” x R™ — R if

(4.54) Dg,(z,2) > m(0)l(z, &) Va,Z € dom E.

Due to the linearity of the Bregman distance, we can thus define a parametrized energy with normalized
margin. If a parametric energy FE fulfills the margin condition, -1~ E is guaranteed to have a margin

" m(0)
greater or equal to 1 for all § € R? satisfying m(6) # 0.

Instead of including (x.54) as a constraint during optimization, we thus compute m(6) beforehand analyt-
ically. This constraint is equivalent to (4.52), as 0 € E(x},y;,6) and we thus recover it as a special case
of (4.54), inserting & = z7 forall i = 1,..., N samples. This definition is furthermore congruous with the
definition of [168, 167] for continuous energies, where a continuous margin is defined by requiring that
E(x},y:,0) +m < miny;_,- > E(&,y,0), which is a special case of (4.54), taking I(z,y) = ||z — y||*.

Example 411 (Margin examples).
1. Hyperparameter optimization for a convex regularizer R : R™ — R leads to the parametric energy
0
(4.55) E(z,y,0) = §|Iw—yll2+R(m)-

This energy has a margin of m(¢) = 6 w.r.t to [(z, &) = ||z — 2|[%. The renormalized energy
BE(z,y,0) = ||z — y||> + LR(x) has a margin of 1.

4.E. DERIVATION FROM SUPPORT VECTOR MACHINE PRINCIPLES
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Figure 4.10: Visualization of Example 4.12. The true bilevel loss (in blue), the gradient penalty of (4.48)
(in red), and the gradient penalty with normalized margin (4.58) (in brown) visualized for separable data
(z*,y) = (0.5,3) and nonseparable data (z*,y) = (3.0,2.5). Note that all minimizers coincide in the
separable case, but in the non-separable case, the normalized margin is necessary.

2. Binary classification via the parametric energy
(4.56) E(z,y,0) = —z(0,y) + [|_11)(2),
obeys a margin of m(6) = {6, y)| w.rt to hinge loss l(x, &) = max(1 — x&,0).
3. Logistic regression, implemented via the parametric energy
(4.57) E(z,y,0) = —z(0,y) + zlog(z) + (1 — z) log(1 — z),
obeys a margin of 1 w.rt. to negative log-likelihood loss I(x, %) = —x log(%).
The loss function penalizes deviations of candidate solutions x(#) and ground truth data z*. Our training

is consistent with a margin m, if non-optimal solutions % increase the value of the energy relative to the
optimal solution, at least as fast as they increase the loss function, relative to the optimal solution.

We can apply Definition 4.10 to the previously discussed gradient penalty by rescaling the parametric
energy with m(0), which is a constant with respect to F, leading to energies with a constant margin of
m(0) = 1. This leads to the gradient penalty

. = 1 * 2
(4.58) HgH;|\mVE($i7yz,9)H -

4.E.3 The Non-separable Case

Nevertheless, most interesting examples of parametrized energies result in training problems that are not
separable, i.e. where we cannot expect to find parameters 6* so that the Zfil I(z},z;(0%)) is zero. This
is especially the case if we consider the main virtue of parametrized energies: We want to constrain our
parametrization with a known model, instead of the full expressibility of, for example a neural network
n(6,y) given by the energy E(z,y,0) = ||z — n(6,y)||?. If we are constraining our energy, then we might
expect not to perfectly reconstruct the training set, but instead yield robust results for unseen data.

A direct consequence of non-separability of E is that =} is no longer equivalent to z;(6*) and
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As a consequence, we introduce slack variables &; in analogy to soft-margin SVMs and penalize deviations
from (4.44):

mlnR )+ Z &

(4.60)
s.t. 51 207 E(xvyiae) E(x:7y170) _gi

>
VzeR"Vi=1,...,N.

This constrained problem is equivalently stated as

(4.61) mlnR —|—Zmax< x;,yi,0) —HgnE(x,yi,G),O> ,
which we can rewrite, using the Bregman distance as

(4.62) mlnR )+ ZDES xl,x; (0

as 0 € 9E(z;(9),y:,0) by definition and (4.59) holds. The definition of margin in Definition 410 now
immediately yields that (4.62) is a majorizer of the higher-level loss.

This is again a generalized perceptron loss, as discussed in (4.40), yet the collapse of the parametric
energy is remedied by the margin requirement of Definition 4.10.

Example 4.12. Returning to Example 4.8, we find that the margin actually matters, shown in Figure 4.10.
The simple gradient penalty in (4.48) fails to recover the optimal parameters of the bilevel problem in the
nonseparable case. However, scaling the parametric energy with 0) = 3 as in (4.58) fulfills the margin
condition. This variant of the gradient penalty leads to an accurate minimizer in both the separable and
the non-separable case.

Remark 413 (Alternative Generalization of Margin Rescaling). Instead of the previously discussed deriva-
tion, a different surrogate optimization problem can be derived from (4.52) by fixing the margin m to
maximized to 1, irregardless of the parametric energy. Introducing slack variables to this objective, cf.
[280], leads to the constraint set

(4.63) Bz}, yi,0) + (a7, 2:) — & < E(xi,y,0)

Vax; # xf, Vi =1,..., N, which can be rewritten to the generalized hinge loss formulation of
r%in R(0)

(4.64)

N
+ Zmax (E(Jc;‘,yi,ﬁ) +maxl(x],z) — E(az,y,-,ﬁ),()) .

This is also an upper bound to the original bilevel loss. We will return to this single-level surrogate in
the experimental section. The hinge formulation (4.64) is however not scale-invariant. If we scale the
loss function [ by a constant value, then the overall contribution of [ to the surrogate changes.[287] also
notes that this formulation potentially wrongly weighs the learned parameters as the sought margin is
proportional to the loss, see also the related discussion in [287, Sec. 2.2.5] and [263].

4.F On Hessian Inversion

We know that the precise gradient with respect to the parameters of the bilevel problems is given by the
inverse of the Hessian of the energy. Yet, how can optimizing the surrogate provided above return a good

4.F. ON HESSIAN INVERSION
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approximation of the true parameters, seemingly without taking second-order information into account?
We briefly analyze this question for an energy E that is Legendre and twice-continuously differentiable.
We not that we do not minimize the Bregman distance with respect to the first argument (as usual), the
first argument is fixed to z*, but with respect to the second argument. The gradient w.r.t to the second
argument is given by

(4.65) V.Dg,(&,z) = V?E(x)(& — ).
Due to our assumptions, we know that
o s 0
57(0) = ~(VE@(9))) ™ (55 V. B((6)))
by the inverse function theorem (refer also [216]). Chaining both derivatives to find the gradient of
Dg,(xz*,z(0)) cancels the second-order derivative, i.e. by measuring the proximity of z* and z(#) with

respect to E itself, we are choosing the only measure of proximity, where the second-order derivative
cancels out.

We can also view minimizing D (&, z) as constructing a right Bregman-Moreau envelope [22, 23]. We may
write

(4.66) Dg, (#,2(0)) = min Iyp(.y,0=0(2) + D, (,2).

If the term on the right hand side is coercive w.rt to z and E is a Legendre function, then this is a proper
envelope [23], the right Bregman projector onto the set VE(-,y, #) (which is of course z(#)). In turn the
gradient of the envelope (4.66) w.r.t to z is given by [23]

(4.67) VE(z,y,0) — VE(x(0),y,0) Vi€ domE,

which is again the familiar gradient arising from a contrastive objective.

4.G Generalization of the Iterative Surrogate

The iterative majorizer in subsection 4.3.4 is based around the expansion of the loss function via Propo-
sition 4.7. This linearization is however only applicable if i(x,2) = D,(z,z). In more general terms
however, the iterative algorithm can be developed for arbitrary Bregman-distance induced loss functions
I(z,2) = Dy(z,2) via

(4.68) Iz, 2) < l(z,y) + (Vw(z) = Vw(y),y — =) + De(y, 2),

using the Bregman 3-point lemma [18] and the standing majorizer assumption i(y, z) < Dg(y, 2). This
linearization immediately gives rise to a primal iterative surrogate variant:

Primal Iterative Surrogate Variant

(469) maXE(j“lﬁlh 9) - E(Ivyia 9) + <vw(m)7i‘l - ‘r;k> +C

and dual formulation

Dual Iterative Surrogate Variant

(4:70) E(zi,y,0) + (EoVw")" (z; — a7,y:,0) + C.

This dual variant is equivalent to the main version in subsection 4.3.4 if and only if the reference function
w induces a symmetric Bregman distance, i.e. Dy, (z,y) = Dy(y, x).
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CHAPTER ! ;-

Inverting Gradients - How easy is it to
break privacy in federated learning?

Contextualization

This chapter reprints the publication "Inverting Gradients - How easy is it to break privacy in federated
learning", published as conference publication at the Conference on Neural Information Processing Sys-
tems (NeurIPS 2020) with co-authors Hartmut Bauermeister, Hannah Droge and Michael Moeller (Geiping
et al. [2020] ‘[101])

This work represents the first of two applications of optimization theory in the field of machine learning
security studied in this thesis. Technically, the task in this work is fundamentally an optimization question
- if the gradient of a neural network was computed based on given (secure) data, can the computation be
inverted to recover this data? From a security standpoint however, the optimization question is intricately
linked to data privacy. In this work we consider scenarios where an attacker tries to uncover private data,
based on the parameters of a given machine learning model. If the optimization problem can be solved,
then a user’s privacy is broken.

In the context of previous chapters, this scenario is highly related to the bilevel optimization problem of

N
min [|0* — 0(2)||*> st O(z) = argminZﬁ(xi,yi,G),
‘ o =

where, given the loss function of machine learning model £ with parameters ¢ and data {xz;,y;}¥,, the
problem isto recoverthe dataz = (z1,...,zy)" usedto train a model with parameters 6. This optimization
problem is highly difficult to solve, due to the large possible space of data points that could generate
similar parameters 6(z) and complexity of the bilevel objective - effectively making private data relatively
secure. However, in collaborative learning scenarios, such as federated learning, not only the parameters
6, but also current mini-batch gradient information is available to an adversary. This allows for an attack
that directly matches the gradient information, making this scenario considerably less secure, as the full
complexity of the bilevel optimization is circumvented by a single-level gradient matching problem that
only operates on a subset of all data.

This idea of this project and application in security was proposed by Jonas Geiping. Hannah Droge and
Hartmut Bauermeister conducted initial experiments for CNNs and fully connected models. Jonas Geiping

"Note that starting from this chapter, the notation of input data = and output data y switches to the common machine learning
notation, instead of input data y and output data z as in variational optimization.
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reviewed related work, constructed the threat model and introduced the cosine similarity loss (which
was initially introduced in [102], see Chapter 6) and optimization strategies based on adversarial litera-
ture, and implemented the attack for federated SGD and federated averaging threat models for CIFAR-10
and ImageNet. Hartmut Bauermeister and Michael Moeller contributed the theoretical analysis for fully-
connected layers in section 5.3. Hannah Droge conducted experiments on CIFAR-10 shown in section 5.5,
section 5.C and section 5.E, encompassing comparisons to previous work and empirical analysis. Hartmut
Bauermeister conducted experiments on federated averaging in section 5.6 and section 5.E. Jonas Geip-
ing conducted the experiments on ImageNet in the teaser and section 5.4, section 5.E, the multi-batch
scenario on CIFAR-100, ablation study and threat models and experiments for dishonest settings. Michael
Moeller proposed the experiments on translational invariance, greatly improved the structure of this
work, compared to an earlier draft and wrote the broader impact section with Jonas Geiping. Code for
this work is publicly available at https://github.com/JonasGeiping/invertinggradients.

Abstract

The idea of federated learning is to collaboratively train a neural network on a server. Each
user receives the current weights of the network and in turns sends parameter updates (gradi-
ents) based on local data. This protocol has been designed not only to train neural networks
data-efficiently, but also to provide privacy benefits for users, as their input data remains
on device and only parameter gradients are shared. But how secure is sharing parameter
gradients? Previous attacks have provided a false sense of security, by succeeding only in
contrived settings - even for a single image. However, by exploiting a magnitude-invariant
loss along with optimization strategies based on adversarial attacks, we show that is is actu-
ally possible to faithfully reconstruct images at high resolution from the knowledge of their
parameter gradients, and demonstrate that such a break of privacy is possible even for trained
deep networks. We analyze the effects of architecture as well as parameters on the difficulty
of reconstructing an input image and prove that any input to a fully connected layer can be
reconstructed analytically independent of the remaining architecture. Finally we discuss set-
tings encountered in practice and show that even averaging gradients over several iterations
or several images does not protect the user’s privacy in federated learning applications.

51 Introduction

Federated or collaborative learning [70, 260] is a distributed learning paradigm that has recently gained
significant attention as both data requirements and privacy concerns in machine learning continue to
rise [191, 140, 301]. The basic idea is to train a machine learning model, for example a neural network, by
optimizing the parameters 6 of the network using a loss function £ and exemplary training data consisting
of input images x; and corresponding labels y; in order to solve

N

(51) min Y - Lo, yi).

i=1

We consider a distributed setting in which a server wants to solve (5.1) with the help of multiple users
that own training data (z;,y;). The idea of federated learning is to only share the gradients VLo (z;,v;)
instead of the original data (z;,y;) with the server which it subsequently accumulates to update the
overall weights. Using gradient descent the server’s updates could, for instance, constitute

N
(5.2) gFt = gk — TZ VoLor(xi,y;) -
i=1

server users

The updated parameters #*+! are sent back to the individual users. The procedure in (5.2) is called
federated SGD. In contrast, in federated averaging [154, 191] each user computes several gradient descent
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Figure 5.1: Reconstruction of an input image z from the gradient VoL (z,y). Left: Image from the valida-
tion dataset. Middle: Reconstruction from a trained ResNet-18 trained on ImageNet. Right: Reconstruc-
tion from a trained ResNet-152. In both cases, the intended privacy of the image is broken. Also note that
previous attacks cannot recover ImageNet-sized data [314].

steps locally, and sends the updated parameters back to the server. Finally, information about (z;,y;)
can be further obscured, by only sharing the mean + Ele VoL (z;,y;) of the gradients of several local
examples, which we refer to as the multi-image setting.

Distributed learning of this kind has been used in real-world applications where user privacy is crucial,
e.g. for hospital data [139] or text predictions on mobile devices [38], and it has been stated that “Privacy
is enhanced by the ephemeral and focused nature of the [Federated Learning] updates” [38]: model
updates are considered to contain less information than the original data, and through aggregation of
updates from multiple data points, original data is considered impossible to recover. In this work we
show analytically as well as empirically, that parameter gradients still carry significant information about
the supposedly private input data as we illustrate in Figure 5.1. We conclude by showing that even multi-
image federated averaging on realistic architectures does not guarantee the privacy of all user data,
showing that out of a batch of 100 images, several are still recoverable.

Threat model: We investigate an honest-but-curious server with the goal of uncovering user data: The
attacker is allowed to separately store and process updates transmitted by individual users, but may not
interfere with the collaborative learning algorithm. The attacker may not modify the model architecture to
better suit their attack, nor send malicious global parameters that do not represent the actually learned
global model. The user is allowed to accumulate data locally in section 5.6. We refer to the supp. material
for further commentary and mention that the attack is near-trivial under weaker constraints on the
attacker.

In this paper we discuss privacy limitations of federated learning first in an academic setting, honing in
on the case of gradient inversion from one image and showing that

 Reconstruction of input data from gradient information is possible for realistic deep architectures
with both, trained and untrained parameters.

« With the right attack, there is little “defense-in-depth" - deep networks are as vulnerable as shallow
networks.

+ We prove that the input to any fully connected layer can be reconstructed analytically independent
of the remaining network architecture.

Then we consider the implications that the findings have for practical scenarios, finding that

5.1. INTRODUCTION
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« Reconstruction of multiple, separate input images from their averaged gradient is possible in prac-
tice, over multiple epochs, using local mini-batches, and even for a local gradient averaging of up
to 100 images.

5.2 Related Work

Previous related works that investigate recovery from gradient information have been limited to shallow
networks of less practical relevance. Recovery of image data from gradient information was first discussed
in [225, 224] for neural networks, who prove that recovery is possible for a single neuron or linear layer.
For convolutional architectures, [294] show that recovery of a single image is possible for a 4-layer CNN,
albeit with a significantly large fully-connected (FC) layer. Their work first constructs a “representation”
of the input image, that is then improved with a GAN. [314] extends this, showing for a 4-layer CNN (with
a large FC layer, smooth sigmoid activations, no strides, uniformly random weights), that missing label
information can also be jointly reconstructed. They further show that reconstruction of multiple images
from their averaged gradients is indeed possible (for a maximum batch size of 8). [314] also discuss
deeper architectures, but provide no tangible results. A follow-up [311] notes that label information can
be computed analytically from the gradients of the last layer. These works make strong assumptions on
the model architecture and model parameters that make reconstructions easier, but violate the threat
model that we consider in this work and lead to less realistic scenarios.

The central recovery mechanism discussed in [294, 314, 311] is the optimization of an euclidean matching
term. The cost function

(5.3) argmin||VoLy(z,y) — VoLo(z", y)|I?

is minimized to recover the original input image z* from a transmitted gradient Vo Ly (z*,y). This opti-
mization problem is solved by an L-BFGS solver [176]. Note that differentiating the gradient of £ w.r.t
to x requires a second-order derivative of the considered parametrized function and L-BFGS needs to
construct a third-order derivative approximation, which is challenging for neural networks with ReLU
units for which higher-order derivatives are discontinuous.

A related, but easier problem, compared to the full reconstruction of input images, is the retrieval of
input attributes [193, 100] from local updates, e.g. does a person that is recognized in a face recognition
system wear a hat. Information even about attributes unrelated to the task at-hand can be recovered
from deeper layers of a neural network, which can be recovered from local updates.

Our problem statement is furthermore related to model inversion [97], where training images are recov-
ered from network parameters after training. This provides a natural limit case for our setting. Model
inversion generally is challenging for deeper neural network architectures [309] if no additional informa-
tion is given [97, 309]. Another closely related task is inversion from visual representations [86, 85, 185],
where, given the output of some intermediate layer of a neural network, a plausible input image is re-
constructed. This procedure can leak some information, e.g. general image composition, dominating
colors - but, depending on the given layer it only reconstructs similar images - if the neural network is not
explicitly chosen to be (mostly) invertible [134]. As we prove later, inversion from visual representations
is strictly more difficult than recovery from gradient information.

5.3 Theoretical Analysis: Recovering Images from their Gradients

To understand the overall problem of breaking privacy in federated learning from a theoretical perspective,
let us first analyze the question if data z € R™ can be recovered from its gradient VyLy(z,y) € RP
analytically.

Due to the different dimensionality of z and V,Ly(z, y), reconstruction quality is surely is a question of
the number of parameters p versus input pixels n. If p < n, then reconstruction is at least as difficult
as image recovery from incomplete data [49, 28], but even when p > n, which we would expect in most
computer vision applications, the difficulty of regularized “inversion" of V, Ly relates to the non-linearity
of the gradient operator as well as its conditioning.
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Interestingly, fully-connected layers take a particular role in our problem: As we prove below, the input to
a fully-connected layer can always be computed from the parameter gradients analytically independent
of the layer’s position in a neural network (provided that a technical condition, which prevents zero-
gradients, is met). In particular, the analytic reconstruction is independent of the specific types of layers
that precede or succeed the fully connected layer, and a single input to a fully-connected network can
always be reconstructed analytically without solving an optimization problem.The following statement
is a generalization of Example 3 in [224] to the setting of arbitrary neural networks with arbitrary loss
functions:

Proposition 5.1. Consider a neural network containing a biased fully-connected layer preceded solely
by (possibly unbiased) fully-connected layers. Furthermore assume for any of those fully-connected layers
the derivative of the loss L w.r.t. to the layer’s output contains at least one non-zero entry. Then the input
to the network can be reconstructed uniquely from the network’s gradients.

Proof. In the following we give a sketch of the proof and refer to the supplementary material for a more
detailed derivation. Consider an unbiased full-connected layer mapping the input z; to the output, after
e.g. a ReLU nonlinearity: z;1; = max{A;z;, 0} fora matrix A; of compatible dimensionality. By assumption

it holds

—1
d(zdzii)i # ( for some index i. Then by the chain rule z; can be computed as (d(sfl)i) .

T
(#) . This allows the iterative computation of the layers’ inputs as soon as the derivative of £ w.rt.

a certain layer’s output is known. We conclude by noting that adding a bias can be interpreted as a layer

mapping . to z1 = x + by, and that ddTi = (?Ti. [ |

Another interesting aspect in view of the above considerations is that many popular network architec-
tures use fully-connected layers (or cascades thereof) as their last prediction layers. Hence the input to
those prediction modules being the output of the previous layers can be reconstructed. Those activa-
tions usually already contain some information about the input image thus exposing them to attackers.
Especially interesting in that regard is the possibility to reconstruct the ground truth label information
from the gradients of the last fully-connected layer as discussed in [311]. Finally, Proposition 5.1 allows
to conclude that for any classification network that ends with a fully connected layer, reconstructing the
input from a parameter gradient is strictly easier than inverting visual representations, as discussed in
[86, 85, 185], from their last convolutional layer.

5., A Numerical Reconstruction Method

As image classification networks rarely start with fully connected layers, let us turn to the numerical
reconstruction of inputs: Previous reconstruction algorithms relied on two components; the euclidean
cost function of (5.3) and optimization via L-BFGS. We argue that these choices are not optimal for more
realistic architectures and especially arbitrary parameter vectors. If we decompose a parameter gradient
into its norm magnitude and its direction, we find that the magnitude only captures information about
the state of training, measuring local optimality of the datapoint with respect to the current model. In
contrast, the high-dimensional direction of the gradient can carry significant information, as the angle
between two data points quantifies the change in prediction at one datapoint when taking a gradient
step towards another [60, 148]. As such we propose to use a cost function based on angles, i.e. cosine
similarity, I(z,y) = (z,v)/(||=]||ly|||). In comparison to (5.3), the objective is not to find images with a
gradient that best fits the observed gradient, but to find images that lead to a similar change in model
prediction as the (unobserved!) ground truth. This is equivalent to minimizing the euclidean cost function,
if one additionally constrains both gradient vectors to be normalized to a magnitude of 1.

We further constrain our search space to images within [0, 1] and add only total variation [245] as a simple
image prior to the overall problem, cf. [294]:

(5-4) arg min <V9£9 (x, y)7 VoLl (I*, y)>

— +aTV(x).
oL T VLot ) VLol v (=)

5.4. A NUMERICAL RECONSTRUCTION METHOD
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Table 5.1: PSNR mean and standard deviation for 100 experiments on the first images of the CIFAR-10
validation data set over two different networks with trained an untrained parameters.

Architecture LeNet (Zhu) ResNet20-4

Trained False True False True
Eucl. Loss + L-BFGS  46.25 + 12.66 13.24 +5.44 10.29 £ 5.38 6.90 + 2.80
Proposed 18.00 £ 3.33 18.08 +=4.27 19.83 +2.96 13.95 + 3.38

Secondly, we note that our goal of finding some inputs = in a given interval by minimizing a quantity
that depends (indirectly, via their gradients) on the outputs of intermediate layers, is related to the task
of finding adversarial perturbations for neural networks [275, 184, 10]. As such, we minimize (5.4) only
based on the sign of its gradient, which we optimize with Adam [145] with step size decay. Note though
that signed gradients only affect the first and second order momentum for Adam, with the actual update
step still being unsigned based on accumulated momentum, so that an image can still be accurately
recovered.

Applying these techniques leads to the reconstruction observed in Figure 5.1. Further ablation of the
proposed mechanism can be found in the appendix. We provide a pytorch implementation at https:
//github.com/JonasGeiping/invertinggradients.

Remark 5.2 (Optimizing label information). While we could also consider the label 3 as unknown in
(5.4) and optimize jointly for (x,%) as in [314], we follow [311] who find that label information can be
reconstructed analytically for classification tasks. Thus, we consider label information to be known.

5.5 Single Image Reconstruction from a Single Gradient

Similar to previous works on breaking privacy in a federated learning setting, we first focus in the re-
construction of a single input image =z € R™ from the gradient Vy£Ly(z,y) € RP. This setting serves as a
proof of concept as well as an upper bound on the reconstruction quality for the multi-image distributed
learning settings we consider in section 5.6. While previous works have already shown that a break of
privacy is possible for single images, their experiments have been limited to rather shallow, smooth, and
untrained networks. In the following, we compare our proposed approach to prior works, and conduct
detailed experiments on the effect that architectural- as well as training-related choices have on the
reconstruction. All hyperparameter settings and more visual results for each experiment are provided in
the supp. material.

Comparison to previous approaches. We first validate our approach by comparison to the Euclidean
loss (5.3) optimized via L-BFGS considered in [294, 314, 311]. This approach can often fail due to a bad
initialization, so we allow a generous setting of 16 restarts of the L-BFGS solver. For a quantitative
comparison we measure the mean PSNR of the reconstruction of 32 x 32 CIFAR-10 images over the
first 100 images from the validation set using the same shallow and smooth CNN as in [314], which we
denote as "LeNet (Zhu)" as well as a ResNet architecture, both with trained and untrained parameters.
Table 5.1 compares the reconstruction quality of euclidean loss (5.3) with L-BFGS optimization (as in
[294, 314, 311]) with the proposed approach. The former works extremely well for the untrained, smooth,
shallow architecture, but completely fails on the trained ResNet. We note that [294] applied a GAN to
enhance image quality from the LBFGS reconstruction, which, however, fails, when the representative is
too distorted to be enhanced. Our approach provides recognizable images and works particularly well on
the realistic setting of a trained ResNet as we can see in Figure 5.2. Interestingly, the reconstructions on
the trained ResNet have a better visual quality than those of the untrained ResNet, despite their lower
PSNR values according to Table 5.1. Let us study the effect of trained network parameters in an even more
realistic setting, i.e., for reconstructing ImageNet images from a ResNet-152.

Trained vs. untrained networks. If a network is trained and has sufficient capacity for the gradient of the
loss function £y to be zero for different inputs, it is obvious that they can never be distinguished from
their gradient. In practical settings, however, owing to stochastic gradient descent, data augmentation
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Eucl. Loss +
L-BFGS
Untrained ResNet

Proposed
Untrained ResNet

Euclidean Loss +
L-BFGS
Trained ResNet

Proposed
Trained ResNet

Figure 5.2: Baseline comparison for the network architectures shown in [294, 314]1.We show the first 6
images from the CIFAR-10 validation set.

and a finite number of training epochs, the gradient of images is rarely entirely zero. While we do observe
that image gradients have a much smaller magnitude in a trained network than in an untrained one, our
magnitude-oblivious approach of (5.z) still recovers important visual information from the direction of
the trained gradients.

We observe two general effects on trained networks that we illustrate with our ImageNet reconstructions
in Figure 5.3: First, reconstructions seem to become implicitly biased to typical features of the same class
in the training data, e.g., the more blueish feathers of the capercaillie in the 5th image, or the large eyes
of the owl in the inset figure. Thus, although the overall privacy of most images is clearly breached, this
effect at least obstructs the recovery of fine scale details or the image’s background.

Second, we find that the data augmentation used during the training of neural networks leads to trained
networks that make the localization of objects more difficult: Notice how few of the objects in Figure 5.3
retain their original position and how the snake and gecko duplicate. Thus, although image reconstruction
with networks trained with data augmentation still succeeds, some location information is lost.

Translational invariant convolutions. Let us study the ability to obscure the location of objects in more
detail by testing how a conventional convolutional neural network, that uses convolutions with zero-
padding, compares to a provably translationally invariant CNN, that uses convolutions with circular
padding. As shown in Figure 5.4, while the conventional CNN allows for recovery of a rather high quality
image (left), the translationally invariant network makes the localization of objects impossible (right) as
the original object is separated. As such we identify the common zero-padding as a source of privacy
risk.

Network Depth and Width. For classification accuracy, the depth and number of channels of each layer of
a CNN are very important parameters, which is why we study their influence on our reconstruction. Figure
5.5 shows that the reconstruction quality measurably increase with the number of channels. Yet, the
larger network width is also accompanied with an increasing variance of experimental success. However
with multiple restarts of the experiment, better reconstructions can be produced for wider networks,
resulting in PSNR values that increases from 19 to almost 23 for when increasing the number of channels
from 16 to 128. As such, greater network width increases the computational effort of the attacker, but
does not provide greater security.

5.5. SINGLE IMAGE RECONSTRUCTION FROM A SINGLE GRADIENT
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Figure 5.3: Single-Image Reconstruction from the parameter gradients of trained ResNet-152. 1st and 3rd
row: Ground Truth. 2nd and 4th row: Reconstruction. We check every 1000th image of the ILSVRC2012
validation set. The amount of information leaked per image is highly dependent on image content - while
some examples like the two tenches are highly compromised, the black swan leaks almost no usable
information.
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Figure 5.4: Reconstruction for a network with zero-padded convolutions (left) and a network with circular
padded convolutions (right). The zero-padded convolutions leak positional information, compared to
the circular convolution.

Original ResNet-18 with base width: ResNet-34  ResNet-50
16 64 128

PSNR 17.24 17.37 25.25 18.62 21.36
Avg. PSNR 19.02 22.04 22.94 21.59 20.98
Std. 2.84 5.89 6.83 4.49 5.57

Figure 5.5: Reconstructions of the original image (left) for multiple ResNet architectures. The PSNR value
refers to the displayed image while the avg. PSNR is calculated over the first 10 CIFAR-10 images. The
standard deviation is the average standard deviation of one experiment under a given architecture. The
ResNet-18 architecture is displayed for three different widths.

Looking at the reconstruction results we obtain from ResNets with different depths, the proposed attack
degrades very little with an increased depth of the network. In particular - as illustrated in Fig. 5.3, even
faithful ImageNet reconstructions through a ResNet-152 are possible.

5.6 Distributed Learning with Federated Averaging and Multiple Images

So far we have only considered recovery of a single image from its gradient and discussed limitations and
possibilities in this setting. We now turn to strictly more difficult generalized setting of Federated Aver-
aging [191, 192, 236] and multi-image reconstruction, to show that the proposed improvements translate
to this more practical case as well, discussing possibilities and limits in this application.

Instead of only calculating the gradient of a network’s parameters based on local data, federated av-
eraging performs multiple update steps on local data before sending the updated parameters back to
the server. Following the notation of [191], we let the local data on the user’s side consist of n images.
For a number E of local epochs the user performs % stochastic gradient update steps per epoch, where
B denotes the local mini-batch size, resulting in a total number of E% local update steps. Each user
i then sends the locally updated parameters 65! back to the server, which in turn updates the global
parameters #**+1 by averaging over all users.

We empirically show that even the setting of federated averaging with n > 1 images is potentially
amenable for attacks. To do so we try to reconstruct the local batch of n images by the knowledge
of the local update #¥*! — #*. In the following we evaluate the quality of the reconstructed images for
different choices of n, E and B. We note that the setting studied in the previous sections corresponds to

5.6. DISTRIBUTED LEARNING WITH FEDERATED AVERAGING AND MULTIPLE IMAGES
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1step, 7 =1e-4 100 steps, 7 =1e-4 5 steps, 7 =1e-1 5 steps, 7 =1e-2

E i P e T
19.77dB 19.39dB 4.96dB 23.74 dB

Figure 5.6: Illustrating the influence of the number of local update steps and the learning rate on the
reconstruction: The left two images compare the influence of the number of gradient descent steps for
a fixed learning rate of 7 =1e-4. The two images on the right result from varying the learning rate for a
fixed number of 5 gradient descent steps. PSNR values are shown below the images.

n=1,FE =1, B =1. For all our experiments we use an untrained ConvNet.

Multiple gradient descent steps, B =n=1,F > 1:

Fig. 5.6 shows the reconstruction of n = 1 image for a varying number of local epochs E and different
choices of learning rate 7. Even for a high number of 100 local gradient descent steps the reconstruction
quality is unimpeded. The only failure case we were able to exemplify was induced by picking a high
learning rate of 1e-1. This setup, however, corresponds to a step size that would lead to a divergent
training update, and as such does not provide useful information for the federated learning.

Multi-Image Recovery, B=n > 1, E = 1:

So far we have considered the recovery of a single image only, and it seems reasonable to believe that
averaging the gradients of multiple (local) images before sending an update to the server, restores the
privacy of federated learning. While such a multi-image recovery has been considered in [314] for B < 8,
we demonstrate that the proposed approach is capable of restoring some information from a batch of 100
averaged gradients: While most recovered images are unrecognizable (as shown in the supplementary
material), Fig. 5.7 shows the 5 most recognizable images and illustrates that even averaging the gradient
of 100 images does not entirely secure the private data. Most surprising is that the distortions arising
from batching are non-uniform. One could have expected all images to be equally distorted and near-
irrecoverable, yet some images are highly distorted and others only to an extend at which the pictured
object can still be recognized easily, which demonstrates that privacy leaks are conceivable even for large
batches of image data.

General case

We also consider the general case of multiple local update steps using a subset of the whole local data
in each mini batch gradient step. An overview of all conducted experiments is provided in Table 5.2. For
each setting we perform 100 experiments on the CIFAR-10 validation set. For multiple images in a mini
batch we only use images of different labels avoiding permutation ambiguities of reconstructed images
of the same label. As to be expected, the single image reconstruction turns out to be most amenable
to attacks in terms of PSNRs values. Despite a lower performance in terms of PSNR, we still observe
privacy leakage for all multi-image reconstruction tasks, including those in which gradients in random
mini-batches are taken. Comparing the full-batch, 8 images examples for 1 and 5 epochs, we see that
our previous observation that multiple epochs do not make the reconstruction problem more difficult,
extends to multiple images. For a qualitative assessment of reconstructed images of all experimental
settings of Table 5.2, we refer to the supplementary material.

5.7 Conclusions

Federated learning is a modern paradigm shift in distributed computing, yet its benefits to privacy are not
as well understood yet. We shed light into possible avenues of attack, analyze the ability to reconstruct
the input to any fully connected layer analytically, propose a general optimization-based attack based
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Figure 5.7: Information leakage for a batch of 100 images on CIFAR-100 for a ResNet32-10. Shown are the
5 most recognizable images from the whole batch. Although most images are unrecognizable, privacy is
broken even in a large-batch setting. We refer to the supplementary material for all images.

Table 5.2: PSNR statistics for various federated averaging settings, averaged over experiments on the first
100 images of the CIFAR-10 validation data set.

1epoch 5 epochs
4 images 8 images 1image 8 images
batchsize 2 batchsize 2 batchsize 8 batchsize 1 batchsize 8

16.92 +2.10 14.66 =1.12 16.49 +1.02 25.05+ 3.28 16.58 + 0.96

on cosine similarity of gradients, and discuss its effectiveness for different types of architectures and
scenarios. In contrast to previous work we show that even deep, nonsmooth networks trained with
ImageNet-sized data such as modern computer vision architectures like ResNet-152 are vulnerable to
attacks - even when considering trained parameter vectors. Our experimental results clearly indicate
that privacy is not an innate property of collaborative learning algorithms like federated learning, and
that secure applications to be closely investigated on a case-by case basis for their potential of leaking
private information. Provable differential privacy possibly remains the only way to guarantee security,
possibly even for larger batches of data points.

5.8 Broader Impact - Federated Learning does not guarantee privacy

Recent works on privacy attacks in federated learning setups ([225, 224, 294, 314, 311]) have hinted at the
fact that previous hopes that “Privacy is enhanced by the ephemeral and focused nature of the [Federated
Learning] updates” [38] are not true in general. In this work, we demonstrated that improved optimization
strategies such as a cosine similarity loss and a signed Adam optimizer allow for image recovery in a
federated learning setup in industrially realistic settings for computer vision: Opposed to the idealized
architectures of previous works we demonstrate that image recovery is possible in deep, non-smooth
and trained architectures over multiple federated averaging steps of the optimizer and even in batches
of 100 images.

We note that image classification is possibly especially vulnerable to these types of attacks, given the
inherent structure of image data, the size of image classification networks, and the comparatively small
number of images a single user might own, relative to other personal information. On the other hand,
this attack is likely only a first step towards stronger attacks. Therefore, this work points out that the

5.8. BROADER IMPACT - FEDERATED LEARNING DOES NOT GUARANTEE PRIVACY
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question how to protect the privacy of our data while collaboratively training highly accurate machine
learning approaches remains largely unsolved: While differential privacy offers provable guarantees, it
also reduces the accuracy of the resulting models significantly [136]. As such differential privacy and
secure aggregation can be costly to implement so that there is some economic incentive for data com-
panies to use only basic federated learning. For a more general discussion, see [293]. There is strong
interest in further research on privacy preserving learning techniques that render the attacks proposed
in this paper ineffective. This might happen via defensive mechanisms or via computable guarantees
that allow practitioners to verify whether their specific application is vulnerable to such an attack and
within which bounds.
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Figure 5.8: Label flipping. Images can be easily reconstructed when two rows in the parameters of the
final classification layer are permuted. Below each input image is given the gradient magnitude, below
each output image its PSNR. Compare these results to the additional examples in Figure 5.10

This appendix reprints the appendix of Geiping et al. [2020][101].

5.A Variations of the threat model

In this work we consider a honest-but-curious threat model as discussed in the introduction. Straying
from this scenario could be done primarily in two ways: First by changing the architecture, and second
by keeping the architecture non-malicious, but changing the global parameters sent to the user.

5.Aa Dishonest Architectures

So far we assumed that the server operates under an honest-but-curious model, and as such would not
modify the model maliciously to make reconstruction easier. If we instead allow for this, then reconstruc-
tion becomes nearly trivial: Several mechanisms could be used: Following Proposition 5., the server
could, for example, place a fully-connected layer in the first layer, or even directly connect the input to
the end of the network by concatenation. Slightly less obvious, the model could be modified to contain
reversible blocks [59, 13z]. These blocks allow the recovery of input from their outputs. From Proposi-
tion 5.1 we know that we can reconstruct the input to the classification layer, so this allows for immediate
access to the input image. If the server maliciously introduces separate weights or sub-models for each
batch example, then this also allows for a recovery of an arbitrarily large batch of data. Operating in a
setting, where such behavior is possible would require the user (or a provider trusted by the user) to vet
any incoming model either manually or programmatically.

5.A.2 Dishonest Parameter Vectors

However, even with a fixed honest architecture, a malicious choice of global parameters can significantly
influence reconstruction quality. For example, considering the network architecture in [314] which does
not contain strides and flattens convolutional features, the dishonest server could set all convolution
layers to represent the identity [109], moving the input through the network unchanged up to the classi-
fication layer, from which the input can be analytically computed as in Proposition 5.1. Likewise for an
architecture that contains strides to a recognizable lower resolution [294], the input can be recovered
immediately albeit in a smaller resolution when the right parameter vector is sent to the user.

Such a specific choice of parameters is however likely detectable. A subtler approach, as least possible
in theory, would be to optimize the network parameters themselves that are sent to the user so that
reconstruction quality from these parameters is maximized. While such an attack is likely to be difficult
to detect on the user-side, it would also be very computationally intensive.

Label flipping. There is even a cheaper alternative. According to section 5.5, very small gradient vectors
may contain less information. A simple way for a dishonest server to boost these gradients is to permute
two rows in the weight matrix and bias of the classification layer, effectively flipping the semantic meaning
of a label. This attack is difficult to detect for the user (as long as the gradient magnitude stays within
usual bounds), but effectively tricks him into differentiating his network w.r.t to the wrong label. Fig. 5.8
shows that this mechanism can allow for a reliable reconstruction with boosted PSNR scores, as the effect
of the trained model is negated.

5.A. VARIATIONS OF THE THREAT MODEL
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5.B Experimental Details

[3x3 Conv,1*D]
[3x3Conv,2*D|
[3x3 Conv, 2*D |
[3x3Conv, 4*D|
[3x3 Conv,4*D|
{3 x 3 Conv,4*D |
MaxPool2D(3)
[3x 3 Conv, 4*D|
[3x 3 Conv, 4*D |
[3x3 Conv,4*D|
MaxPool2D(3)
| FC, 10 |

Figure 5.9: Network architecture ConvNet, consisting of 8 convolution layers, specified with corresponding
number of output channels. Each convolution layer is followed by a batch normalization layer and a ReLU
layer. D scales the number of output channels and is set to D = 64 by default.

5.B1 Federated Averaging

The extension of (5.4) to the case of federated averaging (in which multiple local update steps are taken
and sent back to the server) is straightforward. Notice first, that given old parameters 6%, local updates
6%*!, learning rate 7, and knowledge about the number of update steps?, the update can be rewritten as
the average of updated gradients.

l
(5-5) 9k+l = ak -7 Z V9k+m£9k+m (:C,y)

m=1

Subtracting 6* from 6**!, we simply apply the proposed approach to the resulting average of updates:

l l *
(56) arg min 1 — <Zm=1 v€k+m £9k+m (1’, y), an:l VQk+m£9k+m (x s y)> +a TV(;E)

n l l
z€(0.1] 12 m=1 Vortm Loxem (2, Y)[[|| 22021 Vorsm Loxem (2%, )]

Using automatic differentiation, we backpropagate the gradient w.r.t to = from the average of update
steps.

5.B.2 ConvNet

We use a ConvNet architecture as a baseline for our experiments as it is relatively fast to optimize, reaches
above 90% accuracy on CIFAR-10 and includes two max-pooling layers. It is a rough analogue to AlexNet
[155]. The architecture is described in Figure 5.9.

5.B.3 Ablation Study

We provide an ablation for proposed choices in Table 5.3. We note that two things are central, the Adam
optimizer and the similarity loss. Total variation is a small benefit, and using signed gradients is a minor
benefit.

2We assume that the number of local updates is known to the server, yet this could also be found by brute-force, given that
is a small integer.

CHAPTER 5. INVERTING GRADIENTS - HOW EASY IS IT TO BREAK PRIVACY IN FEDERATED LEARNING?




Table 5.3: Ablation Study for the proposed approach for a trained ResNet-18 architecture, trained on
CIFAR-10. Reconstruction PSNR scores are averaged over the first 10 images of the CIFAR-10 validation
set (Standard Error in parentheses).

Basic Setup 20.12 dB (£1.02)

L2 Loss instead of cosine similarity | 15.13 dB (£0.70)
Without total variation 19.96 dB (£0.75)

With L-BFGS instead of Adam 5.13 dB (£0.50)

5.C Hyperparameter Settings

In our experiments we reconstruct the network’s input using Adam based on signed gradients as opti-
mization algorithm and cosine similarity as cost function as described in section 5.4. It is important to
note that the optimal hyperparameters for the attack depend on the specific attack scenario - that the
attack fails with default parameters is no guarantee for security. We always initialize our reconstructions
from a Gaussian distribution with mean o and variance 1 (Note that the input data is normalized as usual
for all considered datasets) and set the step size of the optimization algorithm within [0.01, 1]. We use a
smaller step sizes of 0.1, for the wider and deeper networks and a larger step sizes of 1 for the federated
averaging experiments, with 0.1 being the default choice. The optimization runs for up to 24000 iterations.
The step size decay is always fixed, occuring after 2, 5 and £ of iterations and reducing the learning rate
by a factor of 0.1 each time. The number of iterations is a generally conservative estimate, privacy can
often be broken much earlier.

We tweak the total variation parameter depending on the specific attack scenario, however note that its
effect on avg. PSNR is mostly minor as seen in Table 5.3. When not otherwise noted we default to a value
of 0.01.

Remark 5.3 (Restarts). Generally, multiple restarts of the attack from different random initializations
can improve the attack success moderately. However they also increase the computational requirements
significantly. To allow for quantitative experimental evaluations of multiple images, we do not consider
restarts in this work (aside from Sec. 5 where we apply them to improve results of the competing LBFGS
solver) - but stress that an attacker with enough ressources could further improve his attack by running
it with multiple restarts.

5.Ca1 Settings for the experiments in Sec. 5.5
Comparison to previous approaches

For comparison with baselines, we re-implement the network from [314], which we dub LeNet (Zhu) in
the following, and additionally run all experiments for the ResNet20-4 architecture. We base both the
network and the approach on code from the authors of [314], 3. For the LBFGS-L2 optimization we use a
learning rate of 1e — 4 and 300 iterations. For the ResNet experiments we use the generous amount of
8 restarts and for the faster to optimize LeNet (Zhu) architecture we use the even higher number of 16
restarts. All experiment conducted with the proposed approach only use one restart, 4800 iterations, a
learning rate of 0.1 and TV regularization parameters as detailed in Table 5.4. Note that in the described
settings the proposed method took significantly less time to optimize than the LBFGS optimization.

Spatial Information

The experiments on spatial information are performed on the ConvNet architecture with D = 64 channels.

5.C.2 Setting for experiments in Sec. 5.6

Forthe five cases consider in Table 2 we consider an untrained ConvNet, a learning rate of 1, 4800 iterations,
one restart and the TV regularization parameters as given in Table 5.5. Each of the 100 experiments uses

3https://github.com/mit-han-lab/dlg

5.C. HYPERPARAMETER SETTINGS
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100

Architecture LeNet (Zhu) ResNet20-4
Trained False True False True

TV 1072 1073 0 10—2

Table 5.4: TV regularization values used for the proposed approach in the baseline experiments of sec-
tion 5.5

Number of epochs 1 1 1 5 5
Number of local images n 4 8 8 1 8
Mini-batch size B 2 2 8 1 8
TV 10°% 10°¢ 107* 107* 107%

Table 5.5: Total variation weights for the reconstruction of network input in the experiments in Sec. 4.2

different images, i.e. each experiments uses the images of the CIFAR-10 validation set following the
ones used in the previous experiment. As multiple images of the same label in one mini-batch cause an
ambiguity in the ordering of images w.r.t. that label, we do not consider that case. If an image with an
already encountered label is about to be added to the respective mini-batch we skip that image and use
the next image of the validation set with a different label.

5.0 Proofs for section 5.2

In the following we give a more detailed proof of Prop 3., which is follows directly from the two proposi-
tions below:

Proposition 5. Let a neural network contain a biased fully-connected layer at some point, i.e. for the
layer’s input z; € R™ its output x; 1 € R™+1 is calculated as ;1 = max{y;,0} for

(5.7) Yy = Ay + by,
for A; € R™+1xm and b € R}, ;. Then the input x; can be reconstructed from and db , if there exists
an index i s.
dy; _
Proof. It holds that d(b) d((iﬁ)i and d(AEg)i,: = zT. Therefore
dL dL d ,
(5.8) _ . (yl)l
d(A), . dy); d(A);,
dc T
(5.9) TR

for (4;), . denoting the i™ row of A4;. Hence z; can can be uniquely determined as soon as ;A 0.0

d(b

Proposition 5.2. Consider a fully-connected layer (not necessarily including a bias) followed by a ReLU
activation function, i.e. for an input z; € R™ the output x;,; € R™+! js calculated as x;,1 = max{y;,0}

for
(510) Y = Az,

where the maximum is computed element-wise. Now assume we have the additional knowledge of the
derivative w.r.t. to the output 35 dﬁ . Furthermore assume there exists an index i s.t. FTETe, # 0. Then the

input v can be derived from the knowledge of 4& i
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Figure 5.10: Reconstruction of images for the trained ConvNet model (Top) and ResNet20-4 (middle). We
show reconstructions of the worst-case image and best case image from CIFAR-10, based on gradient
magnitude for both the training and the validation set. Below each input image is given the gradient
magnitude, below each output image its PSNR. The bottom row shows reconstructions for the worst-case
examples for untrained models.

Proof. As ;é 0 it holds that 5 y and it follows that

d(:L‘ ) d(m 141);
dc dc d(y),
(511) = : ‘
d(A);.  dw); d(A),;,
dc
(512) =———af. u
d ($l+l)i :

5.E Additional Examples

5.E1 Additional CIFAR-10 examples

Figure 5.10 shows additional "extreme" examples for CIFAR-10, reconstructing the image with lowest and
the image with largest gradient magnitude for the training and validation set of CIFAR-10 for trained and
untrained ConvNet and ResNet20-4 models.

5.E.2 Visualization of experiments in Sec. 5.5
Network Width

The reconstructions for the first six CIFAR images for different width ResNet-18 architectures are given in
Figure 5.11.

Network Depth

The experiments concerning the network depth are performed for different deep ResNet architectures.

Multiple reconstruction results for different deep networks are shown in Figure 5.12.

5.E. ADDITIONAL EXAMPLES
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Figure 5.11: Reconstructions using ResNet-18 architectures with different widths.
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Figure 5.12: Reconstructions using different deep ResNet architectures.

5.E.3 More ImageNet examples for Sec. 5.5

Figure 5.13 shows further instructive examples of reconstructions for ImageNet validation images for a
trained ResNet-18 (the same setup as Figure 5.3 in the main paper). We show a very good reconstruction
(German shepherd), a good, but translated reconstruction (giant panda) and two failure cases (ambulance
and flower). For the ambulance, for example, the actual writing on the ambulance car is still hidden. For
the flower, the exact number of petals is hidden. Also, note how the reconstruction of the giant panda is
much clearer than that of the tree stump co-occurring in the image, which we consider an indicator of
the self-regularizing effect described in section 5.5.

Figure 5.4 and Figure 5.15 show more examples. We note that the examples in these figures and in
Figure 5.3 are not handpicked, but chosen neutrally according to their ID in the ILSVRC2012, ImageNet,
validation set. The ID for each image is obtained by sorting the synset that make up the dataset in
increasing order according to their synset ID and sorting the images within each synset according to their
synset ID in increasing order. This is the default order in torchvision.

5.E.4 Multi-Image Recovery of Sec. 5.6

For multi-image recovery, we show the full set of 100 images in Figure 5.21, we recommend to zoom in to
a digital version of the figure. The success rate for separate images is semi-random, depending on the
initialization.

5.E.5 General case of Sec. 5.6

We show the results for the first ten experiments in Figure 5.16, Figure 5.17, Figure 5.18, Figure 5.19, Figure 5.20.
In Figure Figure 5.16 we even show all 100 experiments as there only one image is used per experiment.
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Figure 513: Additional qualitative ImageNet examples, failure cases and positive cases for a trained
ResNet-18. Images taken from the ILSVRC2012 validation set.

Figure 5.14: Additional single-image reconstruction from the parameter gradients of trained ResNet-152.
Top row: Ground Truth. Bottom row: Reconstruction. The paper showed images 0000, 1000, 2000, 3000,
4000, 5000, 6000, 7000 from the ILSVRC2012 validation set. These are images 8000-12000.
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Figure 5.15: Additional single-image reconstruction from the parameter gradients of trained ResNet-152.
Top row: Ground Truth. Bottom row: Reconstruction. These are images 500, 1500, 2500, 3500, 4500.

Additional images are following on the next pages.
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Figure 5.16: Results of the first 100 experiments for E =5,n=1, B = 1.
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Figure 5.17: Results of the first ten experimentsfor E =1,n =4, B = 2.
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Figure 518: Results of the first ten experiments for E=1,n =8, B = 2.
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Figure 5.19: Results of the first ten experiments for E = 1,n =8, B = 8.
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Figure 5.20: Results of the first ten experiments for £ =5,n =8, B = 8.
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Figure 5.21: Full results for the batch of CIFAR-100 images. Same experiment as in Figure 5.7 of the paper.
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CHAPTER 6 -

Witches’ Brew: Industrial Scale Data
Poisoning via Gradient Matching

Contextualization

This chapter reprints the publication "Witches’ Brew: Industrial Scale Data Poisoning via Gradient Match-
ing", accepted for publication at the International Conference on Learning Representations 2021 (ICLR
2021) in with co-authors Liam Fowl, W. Ronny Huang, Wojciech Czaja, Gavin Taylor, Michael Moeller and
Tom Goldstein (Geiping et al. [2021][102]).

This work is a second example of an application of optimization techniques in the field of machine
learning security. Here, the focus lies on data poisoning: The training data of a machine learning is
modified imperceptibly to encode a "backdoor" into a model later trained on this modified data. In
this case the backdoor is created to allow for the arbitrary re-classification of specific target images,
while keeping the model performance otherwise inconspicuous. Threat models like this can again be
formalized as a bilevel objective, as described in (1.7), which can be represented in the notation of this
chapter as

N
mi% Lagy (21, 0(xp)) st O(zp) = argemin Z Lirain (féa y;)a 0).

Tp€ i=1

Here, an arbitrary malicious goal is encoded via the upper-level objective L,4,, dependent on the target
images x;. However, this goal can only be realized by altering the parameters 9 of the model, which
themselves depend on N data points z,, with labels y, that can be poisoned within constraints dictated
by C.

Solving this bilevel problem is especially challenging, if the machine learning model that is attacked is
a modern convolutional neural network. After previous work by the authors, where unrolling strategies
were used to optimize the objective (Huang et al. [2020]), here we consider a surrogate objective based on
gradient matching. Interestingly, the results of the previous chapter can be seen as a special case sanity
check of this attack: If only a single image =, is poisoned and only a single target z, is considered and C
describes arbitrary changes to x,, then the attack proposed here reduces to a gradient recovery problem,
and as seen in the last chapter, indeed recovers the optimal solution z,, = ;. In practice however, the
attack is required to be inconspicuous, and as such C is a major constraining factor - which is mitigated
by increasing the number of poisoned images x,, each of which is modified in a minor way.
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This strategy was proposed jointly by Liam Fowl and Jonas Geiping. Jonas Geiping implemented the at-
tack and related poisoning attacks and proposed the modifications in subsection 6.3.4, that allow for
the attack to succeed especially in practical scenarios. Liam Fowl and Michael Moeller derived Propo-
sition 6.1 on adversarial descent in discussion with Jonas Geiping and Wojciech Czaja. Tom Goldstein
and Gavin Taylor supported and conducted large-scale experiments with this method on the ImageNet
dataset and comparisons to previous work. Jonas Geiping conducted the main experimental evaluation
on CIFAR-10 and defenses via differential privacy, Liam Fowl conducted the main experimental evaluation
on ImageNet and defenses via feature collision. W. Ronny Huang contributed implementations, domain
knowledge and support for the black-box attacks against Google’s Cloud AutoML model, as well as insight
and considerations into previous work such as Huang et al. [2020] and related work. Tom Goldstein and
Michael Moeller supervised the project and with Wojciech Czaja contributed to the writing and style of
this work, which was drafted by Jonas Geiping and Liam Fowl. Liam Fowl further contributed the illustra-
tions in Figure 6., details on filtering defenses, ablation studies with reduced data and transfer as well
as multi-target experiments. Jonas Geiping further contributed the gradient alignment measurements,
experimental setup, conducted the AutoML experiments, full-scale MetaPoison comparison, ablation
studies and benchmark results on the poisoning benchmark of [255]. A framework of code for evaluation
of this attack is publicly available at https://github.com/JonasGeiping/poisoning-gradient-matching.

Abstract

Data Poisoning attacks modify training data to maliciously control a model trained on such
data. Previous poisoning attacks against deep neural networks have been limited in scope
and success, working only in simplified settings or being prohibitively expensive for large
datasets. In this work, we focus on a particularly malicious poisoning attack that is both “from
scratch" and “clean label", meaning we analyze an attack that successfully works against new,
randomly initialized models, and is nearly imperceptible to humans, all while perturbing only
a small fraction of the training data. The central mechanism of this attack is matching the
gradient direction of malicious examples. We analyze why this works, supplement with practi-
cal considerations. and show its threat to real-world practitioners, finding that it is the first
poisoning method to cause targeted misclassification in modern deep networks trained from
scratch on a full-sized, poisoned ImageNet dataset. Finally we demonstrate the limitations
of existing defensive strategies against such an attack, concluding that data poisoning is a
credible threat, even for large-scale deep learning systems.

64 Introduction

Machine learning models have quickly become the backbone of many applications from photo processing
on mobile devices and ad placement to security and surveillance [166]. These applications often rely on
large training datasets that aggregate samples of unknown origins, and the security implications of this
are not yet fully understood [217]. Data is often sourced in a way that lets malicious outsiders contribute
to the dataset, such as scraping images from the web, farming data from website users, or using large
academic datasets scraped from social media [277]. Data Poisoning is a security threat in which an
attacker makes imperceptible changes to data that can then be disseminated through social media, user
devices, or public datasets without being caught by human supervision. The goal of a poisoning attack
is to modify the final model to achieve a malicious goal. Poisoning research has focuses on attacks that
achieve mis-classification of some predetermined target data in [272, 256], i.e. implementing a backdoor
- but other potential goals of the attacker include denial-of-service [268, 259], concealment of users
[258], and introduction of fingerprint information [182]. These attacks are applied in scenarios such as
social recommendation [124], content management [172, 93], algorithmic fairness [265] and biometric
recognition [179]. Accordingly, industry practitioners ranked data poisoning as the most serious attack
on ML systems in a recent survey of corporations [156].

In this work we show that efficient poisoned data can be created even in the setting of deep neural
networks trained on large image classification tasks, such as ImageNet [246]. Previous work on data
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Step 1: Poison Dataset Step 2: Train Victim Step 3: Victim is Fooled!
Good Dogs Network from Scratch
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Figure 6.1: The poisoning pipeline. Poisoned images (labrador retriever class) are inserted into a dataset
and cause a newly trained victim model to mis-classify a target (otter) image. We show successful
poisons for a threat model where 0.1% of training data is changed within an ¢., bound of € = 8. Further
visualizations of poisoned data can be found in the appendix.

poisoning has often focused on either linear classification tasks [31, 299, 149] or poisoning of transfer
learning and fine tuning [256, 148] rather than a full end-to-end training pipeline. Poison attacks on deep
neural networks (and especially on ones trained from scratch) have proven difficult in [199] and [256].
Only recently were attacks against neural networks retrained from scratch shown to be possible in [126]
for CIFAR-10 - however with costs that render scaling to larger datasets, like the ImageNet, prohibitively
expensive.

We formulate data poisoning as the problem of solving a gradient matching problem and analyze the
resulting novel attack algorithm that scales to unprecedented dataset size and effectiveness. Crucially,
the new poisoning objective is orders-of-magnitude more efficient than a previous formulation based
on on meta learning [126] and succeeds more often. We conduct an experimental evaluation, showing
that poisoned datasets created by this method are robust and significantly outperform other attacks
on CIFAR-10. We then demonstrate reliably successful attacks on common ImageNet models in realistic
training scenarios. For example, the attack successfully compromises a ResNet-34 by manipulating only
0.1% of the data points with perturbations less than 8 pixel values in /,,-norm. We close by discussing
previous defense strategies and how strong differential privacy [1] is the only existing defense that can
partially mitigate the effects of the attack.

6.2 Related Work

The task of data poisoning is closely related to the problem of adversarial attacks at test time, also
referred to as evasion attacks [275, 184], where the attacker alters a target test image to fool an already-
trained model. This attack is applicable in scenarios where the attacker has control over the target image,
but not over the training data. An intermediary between data poisoning and adversarial attacks are
backdoor trigger attacks [288, 248]. These attacks involve inserting a trigger — often an image patch -
into training data, which is later activated by also applying the trigger to test images. Backdoor attacks
require perturbations to both training and test-time data — a more permissive threat model than either
poisoning or evasion.

In contrast to evasion and backdoor attacks, data poisoning attacks consider a setting where the attacker
can modify training data, but does not have access to test data. Within this setting we focus on targeted
attacks - attacks that aim to cause a specific target test image (or set of target test images) to be mis-
classified. For example, an attack may cause a certain target image of a otter to be classified as a dog

6.2. RELATED WORK
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by victim models at test time. This attack is difficult to detect, because it does not noticeably degrade
either training or validation accuracy [256, 126].

Two basic schemes for targeted poisoning are label flipping [17, 221], and watermarking [272, 256]. In
label flipping attacks, an attacker is allowed to change the label of examples, whereas in a watermarking
attack, the attacker perturbs the training image, not label, by superimposing a target image onto training
images. These attacks can be successful, yet they are easily detected by supervision such as [218]. This
is in contrast to clean-label attacks which maintain the semantic labels of data.

Mathematically speaking, data poisoning is a bilevel optimization problem [15, 31]; the attacker optimizes
image pixels to enforce (malicious) criteria on the resulting network parameters, which are themselves
the solution to an “inner” optimization problem that minimizes the training objective. Direct solutions to
the bilevel problem have been proposed where feasible, for example, SVMs in [31] or logistic regression
in [81]. However, direct optimization of the poisoning objective is intractable for deep neural networks
because it requires backpropagating through the entire SGD training procedure, see [199]. As such, the
bilevel objective has to be approximated. Recently, MetaPoison [126] proposed to approximately solve
the bi-level problem based on methods from the meta-learning community [96]. The bilevel gradient
is approximated by backpropagation through several unrolled gradient descent steps. This is the first
attack to succeed against deep networks on CIFAR-10 as well as providing transferability to other models.
Yet, [126] uses a complex loss function averaged over a wide range of models trained to different epochs
and a single unrolling step necessarily involves both clean and poisoned data, making it roughly as costly
as one epoch of standard training. With an ensemble of 24 models, [126] requires 3 (2 unrolling steps + 1
clean update step) x 2 (backpropagation through unrolled steps) x 60 (first-order optimization steps) x 24
(ensemble of models) equivalent epochs of normal training to attack, as well as (37", k = 253) epochs
of pretraining. All in all, this equates to 8893 training epochs.

In contrast to bilevel approaches stand heuristics for data poisoning of neural networks. The most
prominent heuristic is feature collision, as in Poison Frogs [256], which seeks to cause a target test
image to be misclassified by perturbing training data to collide with the target image in feature space.
Modifications surround the target image in feature space with a convex polytope [313] or collection of
poisons [3]. These methods are efficient, but designed to attack fine-tuning scenarios where the feature
extractor is nearly fixed. When applied to deep networks trained from scratch, their performance drops
significantly.

6.3 Efficient Poison Brewing

In this section, we will discuss an intriguing weakness of neural network training based on first-order
optimization and derive an attack against it. This attack modifies training images that so they produce a
malicious gradient signal during training, even while appearing inconspicuous. This is done by matching
the gradient of the target images within /> bounds. Because neural networks are trained by gradient
descent, even minor modifications of the gradients can be incorporated into the final model.

This attack compounds the strengths of previous schemes, allowing for data poisoning as efficiently as
in Poison Frogs [256], requiring only a single pretrained model and a time budget on the order of one
epoch of training for optimization - but still capable of poisoning the from-scratch setting considered in
[126]. This combination allow an attacker to "brew" poisons that successfully attack realistic models on
ImageNet.

6.31 Threat Model

We define two parties, the attacker, which has limited control over the training data, and the victim,
which trains a model based on this data. We first consider a gray-box setting, where the attacker has
knowledge of the model architecture used by its victim. The attacker is permitted to poison a fraction
of the training dataset (usually less than 1%) by changing images within an /,.-norm e-bound (e.g. with
e < 16). This constraint enforces clean-label attacks, meaning that the semantic label of a poisoned
image is still unchanged. The attacker has no knowledge of the training procedure - neither about the
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initialization of the victim’s model, nor about the (randomized) mini-batching and data augmentation
that is standard in the training of deep learning models.

We formalize this threat model as bilevel problem for a machine learning model F'(z, ) with inputs x € R®
and parameters ¢ € R?, and loss function £. We denote the N training samples by (z;, ;)Y ;, from which
a subset of P samples are poisoned. For notation simplicity we assume the first P training images are
poisoned by adding a perturbation A, to the ' training image. The perturbation is constrained to be
smaller than ¢ in the /.,-norm. The task is to optimize A so that a set of T target samples (zf, y!)L; is
reclassified with the new adversarial labels 329"

T N
1
. t adv S ) ) .
(62) ) c (F(xi,G(A)),yi ) st 0(A) € argmin ;E(F(xz AL, ).
We subsume the constraints in the set C = {A € RV*" : ||Al|» < &,A; = 0Vi > P}. We call the main
objective on the left the adversarial loss, and the objective that appears in the constraint on the right is
the training loss. For the remainder, we consider a single target image (T = 1) as in [256], but stress that
this is not a general limitation as shown in the appendix.

6.3.2 Motivation

What is the optimal alteration of the training set that causes a victim neural network F'(z, 8) to mis-classify
a specific target image x!? We know that the expressivity of deep networks allows them to fit arbitrary
training data [306]. Thus, if an attacker was unconstrained, a straightforward way to cause targeted
mis-classification of an image is to insert the target image, with the incorrect label 42%, into the victim
network’s training set. Then, when the victim minimizes the training loss they simultaneously minimize
the adversarial loss, based on the gradient information about the target image. In our threat model
however, the attacker is not able to insert the mis-labeled target. They can, however, still mimic the
gradient of the target by creating poisoned data whose training gradient correlates with the adversarial
target gradient. If the attacker can enforce

(6.2) VoL(F(z',0),y") ~

to hold for any 6 encountered during training, then the victim’s gradient steps that minimize the training
loss on the poisoned data (right hand side) will also minimize the attackers adversarial loss on the
targeted data (left side).

6.3.3 The Central Mechanism: Gradient Alignment

Gradient magnitudes vary dramatically across different stages of training, and so finding poisoned images
that satisfy (6.2) for all # encountered during training is infeasible. Instead we align the target and poison
gradients in the same direction, that is we minimize their negative cosine similarity. We do this by taking
a clean model F with parameters 0, keeping 0 fixed, and then optimizing

<VQ£(F(:(:t7 9)7 yadv)7 Zzp;l VQL(F('TZ + Aia 9)’ yz)>

6. B(A,0) =1— .
©2) (5.0 IVoL(F(at,0), y2W)|| - | iy VoL (F(xi + A, 0), )l

We optimize B(A) using signed Adam updates with decaying step size, projecting onto C after every step.

This produces an alignment between the averaged poison gradients and the target gradient. In contrast
to Poison Frogs, all layers of the network are included (via their parameters) in this objective, not just
the last feature layer.

Each optimization step of this attack requires only a single differentiation of the parameter gradient w.r.t
to its input, instead of differentiating through several unrolled steps as in MetaPoison. Furthermore, as in
Poison Frogs we differentiate through a loss that only involves the (small) subset of poisoned data instead

6.3. EFFICIENT POISON BREWING

115



116

of involving the entire dataset, such that the attack is especially fast if the budget is small. Finally, the
method is able to create poisons using only a single parameter vector, § (like Poison Frogs in fine-tuning
setting, but not the case for MetaPoison) and does not require updates of this parameter vector after
each poison optimization step.

6.3.4 Making attacks that transfer and succeed “in the wild”

A practical and robust attack must be able to poison different random initializations of network parame-
ters and a variety of architectures. To this end, we employ several techniques:

Differentiable Data Augmentation and Resampling: Data augmentation is a standard tool in deep learning,
and transferable image perturbations must survive this process. At each step minimizing (6.3), we ran-
domly draw a translation, crop, and possibly a horizontal flip for each poisoned image, then use bilinear
interpolation to resample to the original resolution. When updating A, we differentiate through this grid
sampling operation as in [135]. This creates an attack which is robust to data augmentation and leads to
increased transferability.

Restarts: The efficiency we gained in subsection 6.3.3 allows us to incorporate restarts, a common tech-
nique in the creation of evasion attacks [232, 198]. We minimize (6.3) several times from random starting
perturbations, and select the set of poisons that give us the lowest alignment loss B(A). This allows us
to trade off reliability with computational effort.

Model Ensembles: A known approach to improving transferability is to attack an ensemble of model
instances trained from different initializations [177, 313, 126]. However, ensembles are highly expensive,
increasing the pre-training cost for only a modest, but stable, increase in performance.

We show the effects of these techniques via CIFAR-10 experiments (see Table 6.1 and subsection 6.5.1). To
keep the attack within practical reach, we do not consider ensembles for our experiments on ImageNet
data, opting for the cheaper techniques of restarts and data augmentation. A summarizing description
of the attack can be found in Algorithm 6.1. Lines 8 and 9 of Algorithm 6.1 are done in a stochastic
(mini-batch) setting (which we omitted in Algorithm 6.1 for notation simplicity).

6.4 Theoretical Analysis

Can gradient alignment cause network parameters to converge to a model with low adversarial loss?
To simplify presentation, we denote the adversarial loss and normal training loss of (6.1) as Lagy(6) =:
L(F((z',0),4>) and £(8) =: £ SN | £(xi,y:,0), respectively. Also, recall that 1 — B (A, 6*), defined in
(6.3), measures the cosine similarity between the gradient of the adversarial loss and the gradient of
normal training loss. We adapt a classical result of Zoutendijk [208, Thm. 3.2] to shed light on why data
poisoning can work even though the victim only performs standard training on a poisoned dataset:

Algorithm 6.: Poison Brewing via the discussed approach.

1: Require Pretrained clean network {F(-,0)}, a training set of images and labels (z;,v;)Y,, a target
(zt,142%), P < N poison budget, perturbation bound ¢, restarts R, optimization steps M
Begin
Select P training images with label 324
Forr =1,..., R restarts:
Randomly initialize perturbations A” € C
For j = 1,..., M optimization steps:
Apply data augmentation to all poisoned samples (z; + AT)E |
Compute the average costs, B(A",0) as in (6.3), over all poisoned samples
Update A" with a step of signed Adam and project onto ||A"||o < €
Choose the optimal A* as A" with minimal value in B(A", 6)
: Return Poisoned dataset (z; + Af, y)Y,

o
a
o 0
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Figure 6.2: Average batch cosine similarity, per epoch, between the adversarial gradient V.£,4,(0) and
the gradient of each mini-batch V.£(¢) for a poisoned and a clean ResNet-18. Crucially, the gradient
alignment is strictly positive.

Proposition 6.1 (Adversarial Descent). Let Lqq,(f) be bounded below and have a Lipschitz continuous
gradient with constant L > 0 and assume that the victim model is trained by gradient descent with step
sizes ay, i.e. 0¥t = 0F — a, VL(0%). If the gradient descent steps a;, > 0 satisfy

IVLE")]]

(6.4) arL < B (1—B(A,60%)) Y Lo (89

forsome fixed B < 1, then L4, (051) < L4, (6%). Ifin addition 3e > 0, ko so that Vk > ko, B(A,0F) < 1—¢,
then

(6.5) lim ||V Laay(6%)]] — 0.
k—o00
Proof. See supp. material. |

Put simply, our poisoning method aligns the gradients of training loss and adversarial loss. This enforces
that the gradient of the main objective is a descent direction for the adversarial objective, which, when
combined with conditions on the step sizes, causes a victim to unwittingly converge to a stationary point
of the adversarial loss, i.e. optimize the original bilevel objective locally.

The strongest assumption in Proposition 6.1 is that gradients are almost always aligned, B(A, 6%) <
1— ek > ko. We directly maximize alignment during creation of the poisoned data, but only for a

selected ¢*, and not for all #* encountered during gradient descent from any possible initialization.

However, poison perturbations made from one parameter vector, 6, can transfer to other parameter
vectors encountered during training. For example, if one allows larger perturbations, and in the limiting
case, unbounded perturbations, our objective is minimal if the poison data is identical to the target
image, which aligns training and adversarial gradients at every 6 encountered. Empirically, we see that
the proposed "poison brewing" attack does indeed increase gradient alignment. In Figure 6.2, we see that
in the first phase of training all alignments are positive, but only the poisoned model maintains a positive
similarity for the adversarial target-label gradient throughout training. The clean model consistently
shows that these angles are negatively aligned - i.e. normal training on a clean dataset will increase
adversarial loss. However, after the inclusion of poisoned data, the gradient alignment is modified enough
to change the prediction for the target.

6.4. THEORETICAL ANALYSIS
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6.5 Experimental Evaluation

We evaluate poisoning approaches in each experiment by sampling 10 random poison-target cases. We
compute poisons for each and evaluate them on 8 newly initialized victim models (see supp. material
Sec. A for details of our methodology). We use the following hyperparameters for all our experiments:
7 =0.1, R = 8, M = 250. We train victim models in a realistic setting, considering data augmentation,
SGD with momentum, weight decay and learning rate drops.

6.51 Evaluations on CIFAR-10

As a baseline on CIFAR-10, we compare the number
of restarts R and the number of ensembled mod-
els K, showing that the proposed method is suc- ! Pi?KZZ
cessful in creating poisons even with just a single 0.98 R=1/K=
model (instead of an ensemble). The inset figure 096 +

0.94 R=1/K:

0.92 =8|K=1

R=8, K=4 *
R=8lK=8

shows poison success versus time necessary to
compute the poisoned dataset for a budget of 1%,

Average Accuracy

¢ = 16 on CIFAR-10 for a ResNet-18. We find that 0o ey

as the number of ensemble models, K, increases, 0.88

it is beneficial to increase the number of restarts 0.86

as well, but increasing the number of restarts in- 2 3 4 s 5789 EREE B

dependently also improves performance. We val-
idate the differentiable data augmentation dis-
cussed in subsection 6.3.4 in Table 6.1, finding it
crucial for scalable data poisoning, being as efficient as a large model ensemble in facilitating robust-
ness.

Time (Minutes)

Next, to test different poisoning methods, we fix our "brewing" framework of efficient data poisoning, with
only a single network and diff. data augmentation. We evaluate the discussed gradient matching cost
function, replacing it with either the feature-collision objective of Poison Frogs or the bullseye objective
of [3], thereby effectively replicating their methods, but in our context of from-scratch training.

The results of this comparison are collated in Table 6.2. While Poison Frogs and Bullseye Polytope
succeeded in finetuning settings, we find that their feature collision objectives are only successful in the
shallower network in the from-scratch setting. Gradient matching further outperforms MetaPoison on
CIFAR-10, while faster (see appendix), in particular as K = 24 for MetaPoison.

Benchmark results on CIFAR-10: To evaluate our results against a wider range of poison attacks, we

Table 6.1: CIFAR-10 ablation. € = 16, budget is 1%. Differentiable data augmentation is able to replace a
large 8-model ensemble, without increasing computational effort.

Ensemble Diff. Data Aug. Victim does data aug. Poison Accuracy (%(+SE))

1 X X 100.00% (+£0.00)
1 X v 32.50% (+12.27)
8 X X 78.75% (+11.77)
1 v v 91.25% (+6.14)

Table 6.2: CIFAR-10 Comparison to other poisoning objectives with a budget of 1% within our framework
(columns 1to 3), for a 6-layer ConvNet and an 18-layer ResNet. MetaPoison* denotes the full framework
of [126]. Each cell shows the avg. poison success and its standard error.

Proposed Bullseye Poison Frogs | MetaPoison*
ConvNet (c = 32) 86.25% (+£9.43) 78.75% (+£7.66) 52.50% (£12.85) | 35.00% (+11.01)
ResNet-18 (s = 16) 90.00% (£+3.87) 3.75% (£3.56) 1.25% (£1.19) 42.50 % (£8.33)
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Table 6.3: Results on the benchmark of [255]. Avg. accuracy of poisoned CIFAR-10 (budget 1%, ¢ = 8) over
100 trials is shown. (*) denotes rows replicated from [255]. Poisons are created with a ResNet-18 except
for the last row, where the ensemble consists of two models of each architecture.

Attack ResNet-18 MobileNet-V2 VGG11 Average

Poison Frogs* [256] 0% 1% 3% 1.33%

Convex Polytopes* [313] 0% 1% 1% 0.67%

Clean-Label Backd* [288] 0% 1% 2% 1.00%
Hidden-Trigger Backd.* [248] 0% 4% 1% 2.67%

Proposed Attack (K = 1) 45% 36% 8% 29.67%

Proposed Attack (K = 4) 55% 37% % 33.00%

Proposed Attack (K = 6, Heterogeneous) 49% 38% 35%  40.67%

consider the recent benchmark proposed in [255] in Table 6.3. In the category "Training From Scratch",
this benchmark evaluates poisoned CIFAR-10 datasets with a budget of 1% and ¢ = 8 against various
model architectures, averaged over 100 fixed scenarios. We find that the discussed gradient matching
attack, even for K = 1 is significantly more potent in the more difficult benchmark setting. An additional
feature of the benchmark is transferability. Poisons are created using a ResNet-18 model, but evaluated
also on two other architectures. We find that the proposed attack transfers to the similar MobileNet-
V2 architecture, but not as well to VGG11. However, we also show that this advantage can be easily
circumvented by using an ensemble of different models as in [313]. If we use an ensemble of K = 6,
consisting of 2 ResNet-18, 2 MobileNet-V2 and 2 VGG11 models (last row), then the same poisoned dataset
can compromise all models and generalize across architectures.

6.5.2 Poisoning ImageNet models

The ILSVRC2012 challenge, "ImageNet", consists of over 1 million training examples, making it infeasible
for most actors to train large model ensembles or run extensive hyperparameter optimizations. However,
as the new gradient matching attack requires only a single sample of pretrained parameters 6, and
operates only on the poisoned subset, it can poison ImageNet images using publicly available pretrained
models without ever training an ImageNet classifier. Poisoning ImageNet with previous methods would
be infeasible. For example, following the calculations in section 6.2, it would take over 500 GPU days
(relative to our hardware) to create a poisoned ImageNet for a ResNet-18 via MetaPoison. In contrast, the
new attack can poison ImageNet in less than four GPU hours.

Figure 6.3 shows that a standard ImageNet models trained from scratch on a poisoned dataset "brewed"
with the discussed attack, are reliably compromised - with examples of successful poisons shown (top).
We first study the effect of varying poison budgets, and s-bounds (bottom left). Even at a budget of 0.05%
and e-bound of 8, the attack poisons a randomly initialized ResNet-18 80% of the time. These results
extend to other popular models, such as MobileNet-v2 and ResNet5o (bottom right).

Poisoning Cloud AutoML: To verify that the discussed attack can compromise models in practically
relevant black-box setting, we test against Google’s Cloud AutoML. This is a cloud framework that provides
access to black-box ML models based on an uploaded dataset. In [126] Cloud AutoML was shown to be
vulnerable for CIFAR-10. We upload a poisoned ImageNet dataset (base: ResNet18, budget 0.1%, ¢ = 32)
for our first poison-target test case and upload the dataset. Even in this scenario, the attack is measurably
effective, moving the adversarial label into the top-5 predictions of the model in 5 out of 5 runs, and the
top-1 prediction in 1 out of 5 runs.

6.5.3 Deficiencies of Defense Strategies

Previous defenses against data poisoning [268, 220, 223] have relied mainly on data sanitization, i.e. trying
to find and remove poisons by outlier detection (often in feature space). We demonstrate why sanitization
methods fail in the face of the attack discussed in this work in Figure 6.4a. Poisoned data points are
distributed like clean data points, reducing filtering based methods to almost-random guessing (see
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a) Clean images (above), with their poisoned counterparts (be-
low) from a successful poisoning of a randomly initialized
ResNet-18 trained on ImageNet for a poison budget of 0.1%
and an /., bound of ¢ = 8.
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b) Left: ResNet-18 results for different budgets and varying s-bounds. Right: More architectures
[261, 117, 250] with a budget of 0.1% and ¢ = 16.

Figure 6.3: Poisoning ImageNet.

supp. material, table 6).

Differentially private training is a different defense. It diminishes the impact of individual training samples,
in turn making poisoned data less effective [183, 122]. However, this come at a significant cost. Figure 6.4b
shows that to push the Poison Success below 15%, one has to sacrifice over 20% validation accuracy,
even on CIFAR-10. Training a diff. private ImageNet model is even more challenging. From this aspect,
differentially private training can be compared to adversarial training [184] against evasion attacks. Both
methods can mitigate the effectiveness of an adversarial attack, but only by significantly impeding natural
accuracy.

6.6 Conclusion

We investigate data poisoning via gradient matching and discover that this mechanism allows for data
poisoning attacks against fully retrained models that are unprecedented in scale and effectiveness. We
motivate the attack theoretically and empirically, discuss additional mechanisms like differentiable data
augmentation and experimentally investigate modern deep neural networks in realistic training scenarios,
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a) Feature space distance to base class centroid, and target image feature, for victim model on
CIFAR-10. 4.0% budget, ¢ = 16, showing sanitization defenses failing and no feature collision as

in Poison Frogs.
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showing that gradient matching attacks compromise even models trained on ImageNet. We close with
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Figure 6.4: Defense strategies against poisoning.

discussing the limitations of current defense strategies.
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The following sections reprint the Witches’ Brew appendix.

6.A Remarks

Remark 6.2 (validating the approach in a special case). Inner-product loss functions like (6.3) work
well in other contexts. In [101], cosine similarity between image gradients was minimized to uncover
training images used in federated learning. If we disable our constraints, setting = = 255, and consider a
single poison image and a single target, then we minimize the problem of recovering image data from a
normalized gradient as a special case. In [101], it was shown that minimizing this problem can recover the
target image. This means that we can indeed return to the motivating case in the unconstrained setting
- the optimal choice of poison data is insertion of the target image in an unconstrained setting for one
image.

Remark 6.3 (Transfer of gradient alignment). An analysis of how gradient alignment often transfers
between different parameters and even between architectures has been conducted, e.g. in [60, 148] and
[81]. It was shown in [81] that the performance loss when transferring an evasion attack to another model
is governed by the gradient alignment of both models. In the same vein, optimizing alignment appears
to be a useful metric in the case of data poisoning. Furthermore [122] note that previous poisoning
algorithms might already cause gradient alignment as a side effect, even without explicitly optimizing
for it.

Remark 6.4 (Poisoning is a Credible Threat to Deep Neural Networks). It is important to understand the
security impacts of using unverified data sources for deep network training. Data poisoning attacks up
to this point have been limited in scope. Such attacks focus on limited settings such as poisoning SVMs,
attacking transfer learning models, or attacking toy architectures [31, 200, 256]. We demonstrate that data
poisoning poses a threat to large-scale systems as well. The approach discussed in this work pertains only
to the classification scenario, as a guinea pig for data poisoning, but applications to a variety of scenarios
of practical interest have been considered in the literature, for example spam detectors mis-classifying
a spam email as benign, or poisoning a face unlock based mobile security systems.

The central message of the data poisoning literature can be described as follows: From a security per-
spective, the data that is used to train a machine learning model should be under the same scrutiny as
the model itself. These models can only be secure if the entire data processing pipeline is secure. This
issue further cannot easily be solved by human supervision (due to the existence of clean-label attacks)
or outlier detection (see Figure 6.4a). Furthermore, targeted poisoning is difficult to detect as validation
accuracy is unaffected. As such, data poisoning is best mitigated by fully securing the data pipeline.

So far we have considered data poisoning from the industrial side. From the perspective of a user, or
individual under surveillance, however, data poisoning can be a means of securing personal data shared
on the internet, making it unusable for automated ML systems. For this setting, we especially refer to an
interesting application study in [258] in the context of facial recognition.

6.B Experimental Setup

This appendix section details our experimental setup for replication purposes. A central question in
the context of evaluating data poisoning methods is how to judge and evaluate "average" performance.
Poisoning is in general volatile with respect to poison-target class pair, and to the specific target example,
with some combinations and target images being in general easier to poison than others. However,
evaluating all possible combinations is infeasible for all but the simplest datasets, given that poisoned
data has to created for each example and then a neural network has to be trained from scratch every
time. Previous works [256, 313] have considered select target pairs, e.g. "birds-dogs" and "airplanes-
frogs", but this runs the risk of mis-estimating the overall success rates. Another source of variability
arises, especially in the from-scratch setting: Due to both the randomness of the initialization of the
neural network, the randomness of the order in which images are drawn during mini-batch SGD, and the
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randomness of data augmentations, a fixed poisoned dataset might only be effective some of the time,
when evaluating it multiple times.

In light of this discussion, we adopt the following methodology: For every experiment we randomly select
n (usually 10 in our case) settings consisting of a random target class, random poison class, a random
target and random images to be poisoned. For each of these experiments we create a single poisoned
dataset by the discussed or a comparing method within limits of the given threat model and then eval-
uate the poisoned datasets m times (8 for CIFAR-10 and 1 for ImageNet) on random re-initializations of
the considered architecture. To reduce randomness for a fair comparison between different runs of this
setup, we fix the random seeds governing the experiment and rerun different threat models or methods
with the same random seeds. We have used CIFAR-10 with random seeds 1000000000-1111111111 hyper-
parameter tuning and now evaluate on random seeds 2000000000-2111111111 for CIFAR-10 experiments
and 1000000000-1111111111 for ImageNet, with class pairs and target image IDs for reproduction given in
Tables 6.4 and 6.5. For CIFAR-10, the target ID refers to the canonical order of all images in the dataset ( as
downloaded from https://www.cs.toronto.edu/~kriz/cifar.html); for ImageNet, the ID refers to an order
of ImageNet images where the syn-sets are ordered by their increasing numerical value (as is the default
in torchvision). However for future research we encourage the sampling of new target-poison pairs to
prevent overfitting, ideally even in larger numbers given enough compute power.

For every measurement of avg. poison success in the paper, we measure in the following way: After
retraining the given deep neural network to completion, we measure if the target image is successfully
classified by the network as its adversarial class. We do not count mere misclassification of the original
label (but note that this usually happens even before the target is incorrectly classified by the adversarial
class). Over the m validation runs we repeat this measurement of target classification success and then
compute the average success rate for a single example. We then aggregate this average over our 10
chosen random experiments and report the mean and standard error of these average success rates as
avg. poison success. All error bars in the paper refer to standard error of these measurements.

Table 6.4: Target/poison class pairs generated from the initial random seeds for ImageNet experiments.
Target ID relative to CIFAR-10 validation dataset.

Target Class Poison Class TargetID Random Seed

dog frog 8745 2000000000
frog truck 1565 2100000000
frog bird 2138 2110000000
airplane dog 5036 2111000000
airplane ship 1183 2111100000
cat airplane 7352 2111110000
automobile frog 3544 2111111000
truck cat 3676 2111111100
automobile ship 9882 2111111110
automobile cat 3028 2111111111

6.BaA Hardware

We use a heterogeneous mixture of hardware for our experiments. CIFAR-10, and a majority of the
ImageNet experiments, were run on NVIDIA GEFORCE RTX 2080 Ti gpus. CIFAR-10 experiments were run
on 1 gpu, while ImageNet experiments were run on 4 gpus. We also use NVIDIA Tesla P100 gpus for some
ImageNet experiments. All timed experiments were run using 2080 Ti gpus.

6.B.2 Models

For our experiments on CIFAR-10 in section 5 we consider two models. In table 2, the "6-layer ConvNet", - in
close association with similar models used in [96] or [155], we consider an architecture of 5 convolutional
layers (with kernel size 3), followed by a linear layer. All convolutional layers are followed by a RelLU
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Table 6.5: Target/poison class pairs generated from the initial random seeds for ImageNet experiments.
Target Id relative to ILSVRC2012 validation dataset [246]

Target Class Poison Class TargetID Random Seed
otter Labrador retriever 18047 1000000000
warthog bib 17181 1100000000
orange radiator 37530 1110000000
theater curtain maillot 42720 1111000000
hartebeest capuchin 17580 1111100000
burrito plunger 48273 1111110000
jackfruit spider web 47776 1111111000
king snake hyena 2810 1111111100
flat-coated retriever alp 10281 1111111110
window screen hard disc 45236 1111111111

activation. The last two convolutional layers are followed by max pooling with size 3. The output widths of
these layers are given by 64, 128, 128, 256, 256, 2304. In tables 1, 2, in the inset figure and Fig. 4 we consider
a ResNet-18 model. We make the customary changes to the model architecture for CIFAR-10, replacing
the stem of the original model (which requires ImageNet-sized images) by a convolutional layer of size 3,
following by batch normalization and a ReLU. This is effectively equal to upsampling the CIFAR-10 images
before feeding them into the model. For experiments on ImageNet, we consider ResNet-18, ResNet-34
[117], MobileNet-v2 [250] and VGG-16 [261] in standard configuration.

We train the ConvNet, MobileNet-v2 and VGG-16 with initial learning rate of 0.01 and the residual archi-
tectures with initial learning rate 0.1. We train for 40 epochs, dropping the learning rate by a factor of
10 at epochs 14, 24, 35. We train with stochastic mini-batch gradient descent with Nesterov momentum,
with batch size 128 and momentum 0.9. Note that the dataset is shuffled in each epoch, so that where
poisoned images appear in mini-batches is random and not known to the attacker. We add weight decay
with parameter 5 x 10~*. For CIFAR-10 we add data augmentations using horizontal flipping with proba-
bility 0.5 and random crops of size 32 x 32 with zero-padding of 4. For ImageNet we resize all images to
256 x 256 and crop to the central 224 x 224 pixels. We also consider horizontal flipping with probability
0.5, and data augmentation with random crops of size 224 x 224 with zero-padding of 28.

When evaluating ImageNet poisoning from-scratch we use the described procedure. To create our poi-
soned datasets as detailed in Alg. 1, we download the respective pretrained model from torchvision,
see https://pytorch.org/docs/stable/torchvision/models.html.

6.B.3 Cloud AutoML Setup

For the experiment using Google’s cloud autoML, we upload a poisoned ILSVRC2012 dataset into google
storage, and then use https://cloud.google.com/vision/automl/ to train a classification model. Due to
autoML limitations to 1 million images, we only upload up to 950 examples from each class (reaching a
training set size slightly smaller than 950 000, which allows for an upload of the 50 000 validation images).
We use a ResNet-18 model as surrogate for the black-box learning within autoML, pretrained on the
full ILSVRC2012 as before. We create a MULTICLASS autoML dataset and specify the vision model to be
mobile-high-accuracy-1 which we train to 10000 milli-node hours, five times. After training the model,
we evaluate its performance on the validation set and target image. The trained models all reach a 69%
clean top-1 accuracy on the ILSVRC2012 validation set.

6.C Proof of Proposition 6.1
Proof of Prop. 6.1. Consider the gradient descent update

0"+ = 0% — o, VL(0Y)
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Firstly, due to Lipschitz smoothness of the gradient of the adversarial loss £,4, we can estimate the value
at #**+1 by the descent lemma
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If we further use the cosine identity:
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denoting the angle between both vectors by +*, we find that
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As such, the adversarial loss decreases for nonzero step sizes if
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for some 1 < ¢ < oo. This follows from our assumption on the parameter 3 in the statement of the
proposition. Reinserting this estimate into the descent inequality reveals that

cos(7")

Eadv(akJrl) < Eadv(ok) - vaade2 /L

for L =1 — . Due to monotonicity we may sum over all descent inequalities, yielding

k
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As L,qy is bounded below, we may consider the limit of k — oo to find

D IV Laaw(07)]]? cos(v?) < 0.
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If for all, except finitely many iterates the angle between adversarial and training gradient is less than
90°, i.e. cos(7*) is bounded below by some fixed € > 0, as assumed, then the convergence to a stationary
point follows:
|
lim Hv'cadv(ek)” —0
k—o0

In Figure 6.5 we visualize measurements of the computed bound from an actual poisoned training. The
classical gradient descent converges only if ax L < 1, so we can find an upper bound to this value by 1,
even if the actual Lipschitz constant of the neural network training objective is not known to us.

6.D Poisoned Datasets

We provide access to poisoned datasets as part of the supplementary material, allowing for a replication
of the attack. To save space however, we provide only the subset of poisoned images and not the full
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Figure 6.5: The bound considered in Proposition 6.1, evaluated during training of a poisoned and a clean
model, using a practical estimation of the lower bound via a; L ~ 1. This is an upper bound of o L as
ap < % is necessary for the convergence of (clean) gradient descent.

dataset. We hope that this separation also aids in the development of defensive strategies. To train
a model using these poisoned data points, you can use our code (using -save full) our your own to
export either CIFAR-10 or ImageNet into an image folder structure, where the clean images can then be
replaced by poisoned images according to their ID. Note that the given IDs refer to the dataset ordering

as discussed above.

6.E Visualizations

We visualize poisoned sample from our ImageNet runs in Figures 6.6 and 6.7, noting especially the "clean
label" effect. Poisoned data is only barely distinguishable from clean data, even in the given setting
where the clean data is shown to the observer. In a realistic setting, this is significantly harder. A subset
of poisoned images used to poison Cloud autoML with ¢ = 32 can be found in Figure 6.8.

We concentrate only on small > perturbations to the training data as this is the most common setting for
adversarial attacks. However, there exist other choices for attacks in practical settings. Previous works
have already considered additional color transformations [126] or watermarks [256]. Most techniques that
create adversarial attacks at test time within various constraints [92, 307, 118, 142] are likely to transfer into
the data poisoning setting. Likewise, we do not consider hiding poisoned images further by minimizing
perceptual scores and relate to the large literature of adversarial attacks that evade detection [51].

In Figure 6.9 we visualize how the adversarial loss and accuracy behave during an exemplary training run,
comparing the adversarial label with the original label of the target image.

6.F Additional Experiments

This section contains additional experiments.
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Figure 6.6: Clean images (above), with their poisoned counterparts (below) from a successful poisoning
of a Google Cloud AutoML model trained on ImageNet. The poisoned images (taken from the Labrador
Retriever class) successfully caused mis-classification of a target (otter) image under a threat model
given by a budget 0.1% and an /., bound of ¢ = 32.

Figure 6.7: Clean images (above), with their poisoned counterparts (below) from a successful poisoning
of a randomly initialized ResNet-18 trained on ImageNet. The poisoned images (taken from the Labrador
Retriever class) successfully caused mis-classification of a target (otter) image under a threat model
given by a budget of 0.1% and an /., bound of ¢ = 16.
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Figure 6.8: Clean images (above), with their poisoned counterparts (below) from a successful poisoning
of a Google Cloud AutoML model trained on ImageNet. The poisoned images (taken from the Labrador
Retriever class) successfully caused mis-classification of a target (otter) image. This is accomplished with
a poison budget of 0.1% and an /., bound of ¢ = 32.

6.Fa1 Full-scale MetaPoison Comparisons on CIFAR-10

Removing all constraints for time and memory, we visualize time/accuracy of our approach against other
poisoning approaches in Figure 6.10. Note that attacks, like MetaPoison, which succeed on CIFAR-10
only after removing these constraints, cannot be used on ImageNet-sized datasets due to the significant
computational effort required. For MetaPoison, we use the original implementation of [126], but add our
larger models. We find that with the larger architectures and different threat model (original MetaPoi-
son considers a color perturbation in addition to the /> bound), our gradient matching technique still
significantly outperforms MetaPoison. Note that for the ConvNet experiment on MetaPoison in Table 6.2,
we found that MetaPoison seems to overfit with ¢ = 32, and as such we show numbers running the
MetaPoison code with ¢ = 16 in that column, which are about 8% better than ¢ = 16. This is possibly a
hyperparameter question for MetaPoison, which was optimized for ¢ = 8 and a color perturbation.

6.F.2 Deficiencies of Filtering Defenses

Defenses aim to sanitize training data of poisons by detecting outliers (often in feature space), and
removing or relabeling these points [268, 220, 223]. In some cases, these defenses are in the setting
of general performance degrading attacks, while others deal with targeted attacks. By in large, poison
defenses up to this point are limited in scope. For example, many defenses that have been proposed are
specific to simple models like linear classifiers and SVM, or the defenses are tailored to weaker attacks
such as collision based attacks where feature space is well understood [268, 220, 223]. However, data
sanitization defenses break when faced with stronger attacks. Table 6.6 shows a defense by anomaly
filtering. averaged over 6 randomly seeded poisoning runs on CIFAR-10 (4% budget w/ ¢ = 16), we find
that outlier detection is only marginally more successful than random guessing.

Table 6.6: Outlier detection is close to random-guessing for poison detection on CIFAR-10.

10% filtering  20% filtering

Expected poisons removed (outlier method) 248 467
Expected clean removed (outlier method) 252 533
Expected poisons removed (random guessing) 200 400
Expected clean removed (random guessing) 300 600
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Figure 6.9: Cross entropy loss (Top) and accuracy (Bottom) for a given target with its adversarial label
(left), and with its original label (right) shown for a poisoned and a clean ResNet-18. The clean model is
used as victim for the poisoned model. The loss is averaged 8 times for the poisoned model. Learning
rate drops are marked with gray horizontal bars.

6.F.3 Details: Defense by Differential Privacy

In Figure 6.4b we consider a defense by differential privacy. According to [122], gradient noise is the
key factor that makes differentially private SGD [1] useful as a defense. As such we keep the gradient
clipping fixed to a value of 1 and only increase the gradient noise in Figure 6.4b. To scale differentially
private SGD, we only consider this gradient clipping on the mini-batch level, not the example level. This
is reflected in the red, dashed line. A trivial counter-measure against this defense is shown as the solid
red line. If the level of gradient noise is known to the attacker, then the attacker can brew poisoned data
by the approach shown in Algorithm 6.1, but also add gradient noise and gradient clipping to the poison
gradient. We use a naive strategy of redrawing the added noise every time the matching objective B(A, 6)
is evaluated. It turns out that this yields a good baseline counter-attack against the defense through
differential privacy.

6.F.4 Details: Gradient Alignment Visualization
Figure 6.11 visualizes additional details regarding Figure 6.2. Figure 6.11a replicates Figure 6.2 with linear

scaling, whereas Figure 6.11b shows the behavior after epoch 14, which is the first learning rate drop.

Note that in all figures each measurement is averaged over an epoch and the learning rate drops are
marked with gray vertical bars. Figure 6.11c shows the opposite metric, that is the alignment of the original
(non-adversarial) gradient. It is important to note for these figures, that the positive alignment is the
crucial, whereas the magnitude of alignment is not as important. As this is the gradient averaged over

6.F. ADDITIONAL EXPERIMENTS

129



130

1 ® Gradient Matching, R=1

o

‘ ® Gradient Matching, R=8
ﬁ 0.8 ® Poison Frogs
S ® Watermarks
A 06 MetaPoison
c
o
L2 04
)
a
0 0.2
<

o @
2 5 100 2 5 1000 2 5

Time (Minutes)

Figure 6.10: CIFAR-10 comparison without time and memory constraints for a ResNet18 with realistic
training. Budget 1%, ¢ = 16. Note that the x-axis is logarithmic.
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Figure 6.11: Average batch cosine similarity, per epoch, between the adversarial gradient and the gradient
of each mini-batch (left), and with its clean counterpart VL() := Vo L(z,y?) (right) for a poisoned and
a clean ResNet-18. Each measurement is averaged over an epoch. Learning rate drops are marked with
gray vertical bars.

the entire epoch, the contributions are from mini-batches can contain none or only a single poisoned
example.

6.F.5 Ablation Studies - Reduced Brewing/Victim Training Data

In order to further test the strength and possible limitations of the discussed poisoning method, we
perform several ablation studies, where we reduce either the training set known to the attacker or the
set of poisons used by the victim, or both.

In many real world poisoning situations, it is not reasonable to assume that the victim will unwittingly
add all poison examples to their training set, or that the attacker knows the full victim training set to
begin with. For example, if the attacker puts 1000 poisoned images on social media, the victim might
only scrape 300 of these. We test how dependent the method is on the victim training set by randomly
removing a proportion of data (clean + poisoned) from the victim’s training set. We then train the victim
on the ablated poisoned dataset, and evaluate the target image to see if it is misclassified by the victim
as the attacker’s intended class. Then, we add another assumption - the brewing network does not have
access to all victim training data when creating the poisons (see Table 6.7). We see that the attacker can
still successfully poison the victim, even after a large portion of the victim's training data is removed, or
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Figure 6.12: Ablation Studies. Left: avg. poison success for Euclidean Loss, cosine similarity and the Poison
Frogs objective [256] for thin ResNet-18 variants. Right: Avg. poison success vs number of pretraining
epochs.

the attacker does not have access to the full victim training set.

Table 6.7: Average poisoning success under victim training data ablation. In the first regime, victim
ablation, a proportion of the victim’s training data (clean + poisoned) is selected randomly and then the
victim trains on this subset. In the second regime, pretrained + victim ablation, the pretrained network is
trained on a randomly selected proportion of the data, and then the victim chose a new random subset
of clean + poisoned data on which to train. All results averaged over 5 runs on ImageNet.

70% data removed 50% data removed
victim ablation 60% 100%
pretrained + victim ablation 60% 80%

6.F.6 Ablation Studies - Method

Table 6.8 shows different variations of the proposed method. While using the Carlini-Wagner loss as a
surrogate for cross entropy helped in [126], it does not help in our setting. We further find that running the
proposed method for only 50 steps (instead of 250 as everywhere else in the paper) leads to a significant
loss in avg. poison success. Lastly we investigate whether using euclidean loss instead of cosine similarity
would be beneficial. This would basically imply trying to match (6.2) directly. Euclidean loss amounts

to removing the invariance to gradient magnitude, in comparison to cosine similarity, which is invariant.

We find that this is not beneficial in our experiments, and that the invariance with respect to gradient
magnitude does allow for the construction of stronger poisoned datasets. Interestingly the discrepancy
between both loss functions is related to the width of the network. In Figure 6.2 on the left, we visualize
avg. poison success for modified ResNet-18s. The usual base width of 64 is replaced by the width value
shown on the x-axis. For widths smaller than 16, the Euclidean loss dominates, but its effectiveness
does not increase with width. In contrast the cosine similarity is superior for larger widths and seems

to be able to make use of the greater representative power of the wider networks to find vulnerabilities.
Figure 6.12 on the right examines the impact of the pretrained model that is supplied to Algorithm 6.1.

We compare avg. poison success against the number of pretraining epochs for a budget of 1%, first with
¢ = 16 and then with ¢ = 8. It turns out that for the easier threat model of ¢ = 8, even pretraining to only
20 epochs can be enough for the algorithm to work well, whereas in the more difficult scenario of ¢ = 8,
performance increases with pretraining effort.

6.F. ADDITIONAL EXPERIMENTS
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Table 6.8: CIFAR-10 ablation runs. £ = 16, budget is 1%. All values are computed for ResNet-18 models.

Setup Avg. Poison Success %(+SE) Validation Acc.%

Baseline (full data aug., R = 8, M = 250 91.25% (+6.14) 92.20%
Carlini-Wagner loss instead of £ 77.50% (£9.32) 92.08%

Fewer Opt. Steps (M = 50) 40.00% (+10.87) 92.05%

Euclidean Loss instead of cosine sim. 61.25% (+9.75) 92.09%
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Figure 6.13: Direct transfer results on common architectures. Averaged over 10 runs with budget of 0.1%
and e-bound of 16. Note that for these transfer experiments, the model was only trained on the "brewing"
network, without knowledge of the victim. This shows a transferability to unknown architectures.

Table 6.9: CIFAR-10 ablation runs. ¢ = 16, budget is 1%. All values are computed for ResNet-18 models.
Averaged over 5 runs.

Avg. Poison Success
Setup (% of total targets poisoned successfully) Effective Budget / Target

1 target (Baseline) 90.00% 1%
5 targets 32.00% 0.2%
10 targets 14.00% 0.1%

6.F.7 Transfer Experiments

In addition to the fully black-box pipeline of the AutoML experiments in section 6.B, we test the transfer-
ability of our poisoning method against other commonly used architectures. Transfer results on CIFAR-10
can be found in Table 6.3. On Imagenet, we brew poisons with a variety of networks, and test against
other networks. We find that poisons crafted with one architecture can transfer and cause targeted
mis-classification in other networks (see Figure 6.13).
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6.F.8 Multi-Target Experiments

We also perform limited tests on poisoning multiple targets simultaneously. We find that while keeping
the small poison budget of 1% fixed, we are able to successfully poison more than one target while
optimizing poisons simultaneously, see Table 6.9. Effectively, however, every target image gradient has
to be matched with an increasingly smaller budget. As the target images are drawn at random and not
semantically similar (aside from their shared class), their synergy is limited - for example the 5 targets
experiment reaches an accuracy of 32%, which is only 14% better than the naive baseline of %% one might
expect. One encouraging result from the standpoint of poisoning though is that the multiple targets do
not compete against each other, canceling out their respective different alignments.

6.F. ADDITIONAL EXPERIMENTS
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CHAPTER -

Conclusions

This dissertation developed and showcased a variety of applications of optimization techniques in com-
puter vision, which aid in the formalization and facilitation of a variety of goals, from learning of energy
models to the analysis of security aspects.

Each chapter shows an immediate application in computer vision:

« Many model-based approaches in computer vision lead to non-convex optimization problems, a
subset of which can be solved accurately by functional lifting techniques, although this comes with
significant computational costs. Chapter 2 improves the efficiency of these lifting applications with
new insights into graph-based discretizations with examples in image segmentation and stereo
reconstruction, while Chapter 3 extends the applicability of functional lifting techniques to operator-
based imaging models, which appear, for example, in Time-of-Flight applications.

« The applicability of such model-based approaches is limited by the property that all parts of the
model have to be hand-crafted and designed manually. Chapter 4 presents efficient learning strate-
gies for such energy models, that can be used to learn additional parameters from data, while
keeping the overall model structure. We discuss examples where this technique can be used to
learn image regularization for computed tomography reconstruction as well as natural image de-
noising.

« Machine learning models based on deep neural networks are more and more relied on in real-world
scenarios, also in computer vision. However, because of their inherent complexity it can be difficult
to investigate security implications and vulnerabilities of these models. We show in Chapter 5 that
the security of models trained by federated learning algorithms can be breached practically, even for
large batches of data; and we investigate in Chapter 6 that training data can be modified maliciously
to encode backdoors into machine learning models, even for large, industrial-sized models. We
show that this applies in a very real scenario by uploading a modified ImageNet dataset to a cloud
service provider, Google AutoML, and finding that the backdoor is still present in the cloud model.

These applications are based on new theoretical insights that are developed and analyzed over the course
of these works:

« Chapter 2 constructs discretization of generalized minimal partition problems on a graph, general-
izing the discretization to arbitrary grid shapes.
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« Chapter 3 analyzes the convergence of majorization strategies for very general composite optimiza-
tion problems, allowing for non-convexity of the majorizing function.

- Composite optimization is revisited in Chapter 4 in the special case of bilevel optimization problems.
We develop approximate solution strategies for these bilevel problems based on optimizing a
tractable upper bound, i.e. a majorizer, in the case of convex, but possibly non-smooth lower-level
problems. We then apply these approximations iteratively based on developments from Chapter 3.

In Chapter 5 and Chapter 6 we investigate bilevel problems in machine learning security and develop
approximations based on gradient matching to solve them even for deep neural networks, extending
considerations of gradient penalties discussed in Chapter 4.

+ We further provide theoretical insights into the invertibility of neural network layers in Chapter 5 and
in Chapter 6 we analyze which conditions are necessary for the bilevel approximation to succeed.

We hope that both practical and theoretical implications of this work will aid researchers and practitioners
in developing computer vision that is precise and secure.

In more general terms, we find in many applications that the devil is really in the details. Not only the
formalization of the considered computer vision applications into optimization problems, but also the
tractable approximation of these formalized problems with surrogate problems are crucial fields of study.
In many cases, only considering both details of the application and formalized knowledge about the
problem class lead to progress. While future work will naturally continue to consider a multitude of
direct applications of optimization in computer vision, it is the formalization of approximation tools
and strategies used in applications into general methods for optimization that will be more and more
substantial, as the overall complexity of the field increases.

CHAPTER 7. CONCLUSIONS
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Graph discretization on the left and segmentation by convex relaxation with 32 labels, com-
puted on the graph structure on the right. The segmentation is 3.03% less optimal compared
to relaxation on a full Cartesian grid, but requires only around 4.8% of computation time, the
original problem has 4.9 mio. variables, and the reduced problem only 120k. . .. ... .. ..

Sketch of the discretization process for a graph-based discretization. Left: The underlying
continuous function u € SBV(Q, RY) is pictured in black, with piecewise-constant partitions
IT = {P, P,, P3, Py} shown in gray as well as the discrete graph structure in blue. Right: A
minimal partitions problem with two potentials is solved on this graph structure. Pictured is
the solution «* which now corresponds to a piecewise constant solution (in red and green). .

From left to right: Grid Sampling, SLIC Superpixels and L° Cut-Pursuit . Images from the
Middlebury dataset [253]. The top row shows a fine discretization into the same number of
nodes for every method, whereas the lower row shows a coarse discretization with the same
number of nodes foreverymethod. . . . . . . . ... ... e

Illustrating the use of model-based segmentation methods: The user scribbles different ob-
jects to be segmented (left) from which a unary data term f is generated, e.g. by approaches
like [207] or a pointwise neural network. As the unaries are insufficient for a good segmenta-
tion (illustrated by the fact that a thresholding of the unaries shown in the middle does not
segment the background well), the proposed framework offers an efficient approach to obtain
accurate segmentations as shownontheright. . . ... ... ... ... ... ... . ......

Qualitative comparison of matching quality for the example of image segmentation from a
given set of pixel features. From left to right:L°-CP graph, the SLIC graph, and a rectangular
grid (right), all with the same number of vertices. The graphs are constructed as described in
subsection 2.3.2. The top images show the final minimal partition result. The bottom images
show the errors compared to the minimal partition computed on the full pixel grid, where
yellow marks regions that are matched differently compared to the ground truth matching of
the fullimage grid. . . . . . . i e e e e e e e

Computing the minimal partition on a well chosen graph discretization is much more efficient
than computing it on the full grid. The y-axis in both plots denotes the energy value of the
ground truth solution, which is computed on the full grid. Left: Time saved vs ground truth
plotted vs the matching energy of the minimizer. Right: The number of nodes compared to
the partition energy of the minimizer. . . ... ... ... . . .. . . . e

Results on stereo matching baselines. Top: Comparison of full (left) and proposed reduced
(right) matching. Both methods use sublabels [197] between 32 labels. The proposed method
uses Cut-Pursuit (with parameter a. = 0.1, a higher parameter corresponds to fewer vertices
in the reduced graph) to find a reduced graph, amounting to a time reduction by a factor of 4.8,
although the matching quality is near indistinguishable. Bottom: Time reduction and energy
levels for different parameters «a., showing the granular relationship between graph reduction
and difference in energy value of the matching algorithm. . . ... ... .............

Reduction of the raw image (left) to 6031 nodes in the graph structure (Right). In the middle
we reproject the graph structure onto the original image, visualizing the high fidelity of the
representation, even as the number of nodes reduces to 0.45% of the full grid. . . .. ... ..

Computing the minimal partition on the graph is much more efficient than grid subsampling or
SLIC superpixels. Left: Time saved vs 100% on the full grid plotted vs PSNR/SSIM/DICE score
of the segmentation vs the full grid segmentation. Right: The number of nodes compared also
compared to the PSNR/SSIM/DICE score of the segmentation. . .. ................
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4.2

Nonconvex versus convex majorization. (a) shows an energy of type (3.2) with a convex ma-
jorizer. (b) shows the same energy, but with a solvable nonconvex majorizer. The initial point
is marked in red, the global minimum of the energy in green. We can see that the shown
nonconvex majorizer can better represent the given function. . . ... ... ... .. ......

Visualization of related work. (a) shows the original function of type (3.2), (b) shows a gradient
descent majorizer (3.1), (c) shows a forward-backward splitting majorizer (3.4). The point «* is
equal in each figure and shown in red and the minimizer «**'ingreen. ... ..........

Visualization of related work. (a) shows a prox-linear type inner linearization (3.5), (b) shows
an outer linearization (3.6), (c) shows finally shows the proposed (separable) majorizer (3.3).
The point v* is equal in each figure and shown in red and the minimizer «*+! in green. . . ..

Proximity relative to p can be crucial during minimization. Initialization marked in black,
global minimum in dark blue. Our majorizer, i.e. (3.15) and its minimizer are marked in green.
A majorizer that measures proximity relative to v, i.e. (3.6), shown in yellow. The left figure
shows a single step, the right figure shows the algorithm output and final majorizers. . . . . .

Example of nonlinearities used in synthetic experiment, (a) 22 — 10 cos(2mx) (Rastrigin’s func-

tion [201]), (b) random spline function with 12 queries and (c) 11% ...............

Examination of different synthetic experiments. We increase the difficulty in G from left to
right and in p,r from top to bottom, as detailed in section 3.5. In each cell we show the value
E@-E" the value E(u) reached by the algorithm minus the global minimum E*, normalized

by E, a (sampled) median of the energy values of the function, indicating the quality of the
solution relative to the overall energy landscape. . . ... ... ... . ...

Convergence of various first-order methods for composite optimization to global optimality.
This figure shows problem 1d, i.e. a problem where R, p are easy and G difficult, and 3a, the
opposite case. Only our method provides favorable results for the difficult case 3a. Shown are
the proposed method (3.15), proposed with inertia: (3.39), Adam: [145], gradient descent: (3.1),
forward-backward splitting: (3.4), Linear-Prox: (3.5), Prox-Linear: (3.6) . .............

Evaluation of various optimization methods for test case '2c’, in terms of energetic difference
to global optimum vs. runtime in seconds. . . . . . .. .. ... e

Ground Truth depth data [253] shown to the left and synthetic autocorrelation function gener-
ated from trapezoidal signaltotheright. . . ... ... ... .. ... .. . . . . . .. . .. ..

The four difference measurements y;;, generated by equation (3.42) with subsampling and
GaUSSIAN NOISE. & v v v i e e e e e e et e e e e e e e e e e e e e e e e

Classical closed form solution to depth recovery [162]. 90 MHz data to the left and 120 MHz to
the right. . . e e e

Solution by the proposed algorithm with lifted subproblems, upsampling factor of 2 to the
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26

left. To the right, proposed algorithm initialized with the ground truth, Figure 3.9, for reference. 50

Visualization of surrogate functions for the bi-level problem given in (4.18). The blue line
marks the original bi-level problem, the green dots marks the Bregman distance surrogate
discussed in (410). The orange curve marks the partial surrogate obtained from (4.15) by
inserting z = VE; (x*), whereas the purple line marks the other partial surrogate (4.16) which
is equivalent to the gradient penalty (417) here. . .. ... ... . . .. . . . ... ...

Learning a linear correction term for a Huber-regularized CT reconstruction problem using the
gradient penalty (4.6). . . . v v i i i i i e e
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Training accuracy for the variational segmentation model discussed in subsection 4.4.2 for
a linear model A/ (6,y;). Directly training a cross-entropy loss without the perimeter term,
training the Bregman surrogate (4.28), the Partial surrogate (4.16) and four iterations of the
iterative scheme are compared. We find that the end-to-end training with the perimeter term
increases the segmentation accuracy. We also see that a small number of iterations in the
iterative scheme is sufficient for a practicalCVtask. ... ... ... .. .. ............

Visualization of the Bregman surrogate problem in primal formulation (left) and dual formu-
lation (right). The problem in visualized over all (z, ), respectively (z,6). The admissible z()
are marked in orange in the left contour plot and the optimal z(6) one the right. The optimal
value in 6 is marked in greenin both plots. . . ... ... ... ... .. .. . .. .. .. .. ...

Illustrate our results for learning a linear correction term for a Huber-reguralized CT recon-
struction problem. In reference to Figure 2 in the main paper we also visualize input data and
the learned linear correction map. The predicted linear correction term can be visualized and
inspected, and its influence can easily be quantified or explicitly scaled via a parameter. . . .

168 Convolutional kernels of size 13x13 trained for the denoisingtask. . .............

Filter for single-Level Bilevel Surrogate on the left, Filters after iterative bilevel surrogate to
the right. . . . . e e e e e e

Denoising by a learned anaylsis operator. From left to right: ground truth, noisy data and
denoised image. Image taken from the BSDS testset[188] . . . . . .. ... ... .. . ... ...

Visualization of Example 4.8. The true bilevel loss (in blue) and the gradient penalty of (4.48) (in
red), visualized for separable data (z*,y) = (0.5,3) and nonseparable data (z*,y) = (3.0,2.5).
Note that the minimizers coincide in the separablecase. . .. ... ... .............

Visualization of Example 4.42. The true bilevel loss (in blue), the gradient penalty of (4.48) (in
red), and the gradient penalty with normalized margin (4.58) (in brown) visualized for separable
data (z*,y) = (0.5,3) and nonseparable data (z*,y) = (3.0,2.5). Note that all minimizers coin-
cide in the separable case, but in the non-separable case, the normalized margin is necessary.

Reconstruction of an input image = from the gradient VoL (x,y). Left: Image from the vali-
dation dataset. Middle: Reconstruction from a trained ResNet-18 trained on ImageNet. Right:
Reconstruction from a trained ResNet-152. In both cases, the intended privacy of the image is
broken. Also note that previous attacks cannot recover ImageNet-sized data [314]). . . . . . . .

Baseline comparison for the network architectures shown in [294, 314].We show the first 6
images from the CIFAR-10 validationset. . . . . . . . ... . . ... ...

Single-Image Reconstruction from the parameter gradients of trained ResNet-152. 1st and 3rd
row: Ground Truth. 2nd and 4th row: Reconstruction. We check every 1000th image of the
ILSVRC2012 validation set. The amount of information leaked per image is highly dependent
on image content - while some examples like the two tenches are highly compromised, the
black swan leaks almost no usable information. . . ... ............ ... ... ...,

Reconstruction for a network with zero-padded convolutions (left) and a network with circu-
lar padded convolutions (right). The zero-padded convolutions leak positional information,
compared to the circular convolution. . . .. ... ... .. . ... ..

Reconstructions of the original image (left) for multiple ResNet architectures. The PSNR value
refers to the displayed image while the avg. PSNR is calculated over the first 10 CIFAR-10
images. The standard deviation is the average standard deviation of one experiment under a
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