
Routing for Multi-hop Device-to-Device

(D2D) Networks

DISSERTATION

zur Erlangung des Grades eines Doktors

der Ingenieurwissenschaften (Dr.-Ing.)

vorgelegt von

M.Sc. Farrukh Salim Shaikh

eingereicht bei der Naturwissenschaftlich-Technischen Fakultät

der Universität Siegen

Siegen 2021





Betreuer und erster Gutachter

Prof. Dr. Roland Wismüller

Universität Siegen

Zweiter Gutachter

Prof. Dr. Mesut Günes
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Abstract

In recent years, device-to-device (D2D) communication has attained significant atten-

tion in the research community which enables the users to exchange data directly with

each other without the intervention of Base Station (BS). The advantages of D2D com-

munication can be fully realized in multi-hop communication scenario. Establishing a

multi-hop D2D route is crucial whenever the two nodes which want to communicate are

not in the transmission range of each other. Routing in such multi-hop cellular D2D

networks is a critical issue, since the multi-hop network can perform worse than a tradi-

tional cellular network if wrong routing decisions are made. This is because routing in

these multi-hop networks needs to consider the challenges of node mobility, dynamic net-

work topology, and network fragmentation, which are not major concerns for traditional

cellular network.

This thesis mainly focuses on routing in multi-hop D2D networks and provides three

main contributions as follows:

In first contribution, firstly, a discussion of various implementations, performance

improvements and incentive mechanisms to support D2D communications is provided.

Secondly, a detailed derivation and explanation of taxonomy of state-of-the-art routing

algorithms for D2D networks is provided. It is worth mentioning that there are numerous

works over the past two decades on routing for D2D networks with different naming

conventions other than D2D communications. Thus, to the best of the knowledge, the

provided taxonomy encompasses all possible routing algorithms. Each routing scheme

consists of two main parts: routing metric, and route discovery mechanism. This work

contributes in both parts by proposing a routing metric, MIIS, in second contribution

and reactive and proactive centralize route discovery mechanisms in third contribution.

In second contribution, a novel routing metric, MIIS (Metric for Interference Impact

and SINR) is proposed. Interference is an important parameter to consider in D2D

communication, therefore, interference together with signal-to-interference-plus-noise-
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ratio (SINR) are considered in the proposed routing metric, MIIS. The MIIS selects

routes having higher SINR while being conscious about lower interference at the same

time. The performance of MIIS is evaluated in a distributed D2D network implemented

in OMNeT++ network simulator. Different MIIS variants are compared with two state-

of-the-art schemes in terms of average hop count, routing overhead, packet loss ratio

and end-to-end delay. The simulation results showed that all MIIS variants outperform

the state-of-the-art schemes under various network topologies with varying number of

nodes, nodes mobility and traffic load.

In third contribution, a novel route discovery mechanism of reactive centralized rout-

ing is proposed that takes the advantage of the presence of BS for establishing the D2D

routes in which the route calculation and decision are taken by the BS for a given cell.

The BS makes route decisions by gathering the information from all the nodes and con-

structs the network topology graph. The reactive centralized routing is also extended

to proactive centralized routing. Both centralized routing schemes (i.e., reactive and

proactive) significantly reduce the routing overhead as compared to distributed routing

schemes by avoiding the flooding of route requests. The performance of reactive and

proactive centralized routing have been evaluated through simulations by using MIIS

and comparing with existing schemes in terms of varying number of nodes, nodes mo-

bility and traffic load. The centralized routing schemes achieves much lower routing

overhead, packet loss ratio and end-to-end delay.
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Zusammenfassung

In den letzten Jahren hat die Device-to-Device (D2D)-Kommunikation in der Forschungs-

gemeinschaft große Aufmerksamkeit erlangt, die es den Benutzern ermöglicht, Daten di-

rekt miteinander auszutauschen, ohne dass eine Basisstation (BS) eingreifen muss. Die

Vorteile der D2D-Kommunikation können in einem Multi-Hop-Kommunikationsszenario

voll ausgeschöpft werden. Die Etablierung einer Multi-Hop-D2D-Route ist immer dann

entscheidend, wenn die beiden Knoten, die miteinander kommunizieren wollen, nicht

im Sendebereich des jeweils anderen liegen. Das Routing in solchen zellularen Multi-

Hop-D2D-Netzwerken ist ein kritisches Thema, da das Multi-Hop-Netzwerk bei falschen

Routing-Entscheidungen eine schlechtere Leistung als ein traditionelles zellulares Netzw-

erk aufweisen kann. Dies liegt daran, dass das Routing in diesen Multi-Hop-Netzwerken

die Herausforderungen der Knotenmobilität, der dynamischen Netzwerktopologie und

der Netzwerkfragmentierung berücksichtigen muss, was bei traditionellen zellularen Net-

zwerken nicht der Fall ist.

Diese Arbeit konzentriert sich hauptsächlich auf das Routing in Multi-Hop D2D-

Netzwerken und liefert drei Hauptbeiträge wie folgt:

Im ersten Beitrag wird erstens eine Diskussion verschiedener Implementierungen,

Leistungsverbesserungen und Anreizmechanismen zur Unterstützung der D2D Kommu-

nikation geliefert. Zweitens wird eine detaillierte Herleitung und Erläuterung der Tax-

onomie von State-of-the-Art-Routing-Algorithmen für D2D-Netzwerke bereitgestellt. Es

ist erwähnenswert, dass es in den letzten zwei Jahrzehnten zahlreiche Arbeiten zum

Thema Routing für D2D-Netzwerke mit unterschiedlichen Namenskonventionen gibt,

die sich nicht auf D2D-Kommunikation beziehen. Daher umfasst die bereitgestellte Tax-

onomie nach bestem Wissen und Gewissen alle möglichen Routing-Algorithmen. Jedes

Routing-Schema besteht aus zwei Hauptteilen: der Routing-Metrik und dem Mechanis-

mus zur Routenfindung. Diese Arbeit trägt zu beiden Teilen bei, indem sie im zweiten

Beitrag eine Routing-Metrik, MIIS, und im dritten Beitrag reaktive und proaktive zen-
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tralisierte Routenfindungsmechanismen vorschlägt.

Im zweiten Beitrag wird eine neuartige Routing-Metrik, MIIS (Metric for Interference

Impact and SINR), vorgeschlagen. Interferenz ist ein wichtiger Parameter, der in der

D2D-Kommunikation berücksichtigt werden muss. Daher werden in der vorgeschlage-

nen Routing-Metrik MIIS Interferenzen zusammen mit dem Signal-zu-Interferenz-plus-

Rausch-Verhältnis (SINR) berücksichtigt. MIIS wählt Routen aus, die ein höheres SINR

aufweisen, während gleichzeitig eine geringere Interferenz berücksichtigt wird. Die Leis-

tung von MIIS wird in einem verteilten D2D-Netzwerk evaluiert, das im OMNeT++-

Netzwerksimulator implementiert wurde. Verschiedene MIIS-Varianten werden mit zwei

State-of-the-Art-Schemata in Bezug auf die durchschnittliche Hop-Zahl, den Routing-

Overhead, die Paketverlustrate und die End-to-End-Verzögerung verglichen. Die Simu-

lationsergebnisse zeigen, dass alle MIIS-Varianten die State-of-the-Art-Schemata unter

verschiedenen Netzwerktopologien mit unterschiedlicher Knotenanzahl, Knotenmobilität

und Verkehrslast übertreffen.

Im dritten Beitrag wird ein neuartiger Routenfindungsmechanismus für reaktives zen-

tralisiertes Routing vorgeschlagen, der den Vorteil des Vorhandenseins von BS für die

Einrichtung der D2D-Routen nutzt, wobei die Routenberechnung und -entscheidung von

der BS für eine bestimmte Zelle übernommen wird. Die BS trifft Routenentscheidun-

gen, indem sie die Informationen von allen Knoten sammelt und den Netzwerktopolo-

giegraphen konstruiert. Das reaktive zentralisierte Routing wird auch zum proaktiven

zentralisierten Routing erweitert. Beide zentralisierten Routing-Schemata (d. h. reak-

tiv und proaktiv) reduzieren den Routing-Overhead im Vergleich zu verteilten Routing-

Schemata erheblich, indem sie das Flooding von Routenanfragen vermeiden. Die Leis-

tung von reaktivem und proaktivem zentralisiertem Routing wurde durch Simulationen

unter Verwendung von MIIS evaluiert und mit bestehenden Schemata in Bezug auf

unterschiedliche Knotenanzahl, Knotenmobilität und Verkehrslast verglichen. Die zen-

tralisierten Routing-Schemata erreichen einen wesentlich geringeren Routing-Overhead,

eine geringere Paketverlustquote und eine geringere Ende-zu-Ende-Verzögerung.
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Chapter 1

Introduction

A cellular network establishes direct single-hop communication between the user nodes

and a base station (BS). This direct connection provides the best services for delay-

sensitive communications, but suffers from high data traffic load due to the limited

amount of available spectrum resources [KH12]. The increase in the network capacity

requirements due to the high data traffic load results in a reduction of the overall net-

work coverage. One way to handle this issue is to increase the number of BSs which is

very expensive [Ima+06]. By using the low transmission power, two devices can reuse

the spectrum band which might already been used by some other cellular device or D2D

pair(s), by utilizing the concept of space division multiple access. Thus, the third Gen-

eration Partnership Project (3GPP) identifies device-to-device (D2D) communication

as a potential candidate technology to handle the network capacity/coverage problem

[YGW15].

3GPP Release 12 approved that two devices in close proximity to each other can

communicate directly. This direct communication can be applied in every possible kind of

network scenarios. For example, the devices can be both under the network coverage (in-

coverage scenario), or one device can be outside the network coverage (partial-coverage

scenario), or even both devices can be outside the network coverage (out-of-coverage

scenario) [Thi14; Thi15]. This alleviates the problem of network capacity/coverage to

some extent. Two hop communication is approved by 3GPP in Release 13-15, which

further minimizes the network capacity/coverage problem [Thi18]. In Release 13, 14 and

15, to enable network services by a device which is out of network coverage, the device can

use another nearby device as a relay which is within network coverage. It can be deduced

from the proliferation of D2D communication that multi-hop communication will be a
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part of standard in the near future. The advantages of D2D communication can be fully

realized in the multi-hop communication scenario since the single-hop communication is

usually limited to a specific geographic area. This restriction is imposed (for a while)

only to ensure minimum interference to other users in the network.

D2D communication can be used both for public safety and commercial purposes.

Most of the works have focused on providing D2D communication in case of natural

disasters when the cellular network services are either partially or fully unavailable, while

very few works considered human-made disasters like fires, accidents, terrorist attacks

etc. Tata and Kadoch [TK14a] highlight the fact that many firefighters die because they

cannot get out of the fire spot. This is because they are unable to communicate due to

network congestion caused by the peak usage of the network in the locality. Authors

of [YGW14] point the attention towards the terrorist attacks. Most of the terrorist

attacks are targeted in urban areas in order to have higher impact and causalities.

This leads to networks being overloaded or damaged. D2D communication provides an

alternative communication in case of such network congestion or network unavailability.

Due to the low costs and high data rates provided by LTE D2D, Federal Communications

Commission (FCC) has endorsed it as the next generation public safety network in the

USA [Lie+16].

In D2D communication, the users communicate with each other in an ad hoc manner

using single-hop or multi-hop. This communication can happen both with and without

the support of the cellular network infrastructure. According to different studies, re-

duced delay and energy consumption in the single-hop communication and improved

network coverage in the multi-hop communication have been promised by D2D com-

munications. Other performance improvements in both single-hop and multi-hop D2D

communications include higher data rate, Quality of Service (QoS), spectrum efficiency,

network capacity and availability of service and more balanced network load. Since

multi-hop D2D communication requires intermediate devices to relay the data, therefore

to motivate devices to assist in relaying data, a number of incentive mechanisms are

proposed. Such performance improvements and incentives are discussed in Sections 2.6

and 2.7 in detail.

A number of works advocate the usefulness of multi-hop D2D communications in

various network conditions/scenarios [NSV17; BYG15; MNB16; Qin+16]. For example,

the work in [NSV17] proposed a Multi-hop D2D-based Broadcast (MDB) service to

enable broadcast in a target area without having limitation of any cell boundaries. Multi-

hop communication supports the services to scale to a large geographical area while
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keeping the advantages of D2D communication. The authors argue that the existing

broadcast communication channel i.e. Multicast Broadcast Single Frequency Network

(MBSFN) in LTE for delivering the services like mobile TV, is inflexible due to some

circumstances. For example, the broadcast message is sent to all users in a cell and

cannot be geofenced to some specific area. Moreover, the MBSFN consumes the capacity

in downlink channel, even if there are no transmission requirements at all.

The integration of cellular and multi-hop network provides not only guaranteed QoS

and reliability like a traditional cellular network, but also has the flexibility and adapt-

ability like a multi-hop network [Li+13]. Routing in such multi-hop cellular D2D net-

works is a critical issue, since the multi-hop network can perform even worse than tra-

ditional cellular network if wrong routing decisions are made [TS08]. This is because,

routing in these multi-hop networks need to take care of the node mobility, dynamic

network topology, and network fragmentation, which did not exist in traditional cellu-

lar networking. An efficient routing scheme provides an enhanced performance, such as

higher network capacity and reduces interference [SS04]. The detailed discussion on the

performance improvements promised by routing protocols for multi-hop D2D networks,

is provided in next chapter’s sections (see Section 3.1, 3.2 and 3.3).

With the introduction of multi-hop communications, users can communicate in one

of the four modes: (i) single-hop D2D communication (ii) multi-hop D2D communication

(iii) multi-hop Device-to-Infrastructure (D2I)/Infrastructure-to-Device (I2D) communi-

cation, and (iv) traditional cellular communication. A pictorial view of multi-hop D2D,

D2I and I2D communication is shown in Fig. 1.1.

There are three broad categories of D2D routing: multi-hop D2I/I2D routing, multi-

hop D2D routing and ad-hoc routing for D2D networks. In multi-hop D2I/I2D routing,

the communication is always governed by BS. In multi-hop D2D routing, communi-

cation could or could not be governed by BS. When communication is not under the

control/supervision of BS, the routing behaves exactly as an ad-hoc routing and any

ad-hoc routing protocol can be used with or without modification, depending upon

the requirements. The only difference between ad-hoc routing and unsupervised D2D

routing is in the usage of spectrum frequency bands. D2D nodes can use both the li-

censed and/or the unlicensed bands while ad-hoc nodes can only use unlicensed bands.

When communication is governed by BS or when D2D communication takes into con-

sideration the presence of BS and other cellular nodes in the network, such routing is

considered purely as the multi-hop D2D routing. Taxonomy and state-of-the-art routing

algorithms proposed for multi-hop D2D, D2I/I2D and ad-hoc routing for D2D networks
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Figure 1.1: Modes of multi-hop D2D communication.

are discussed in Section 3.1, 3.2 and 3.3, respectively.

1.1 Problem Statement

In order to understand the importance of the need of having new routing protocols to

meet the unique characteristics of D2D communications, we provide an evolution of the

routing protocols from wired networks to multi-hop cellular D2D networks as follows.

The routing protocols have been first devised for wired networks in order to establish

communication among nodes which are not directly connected to each other with the

same physical medium. The distance vector routing (DVR) and link state routing (LSR)

have been proposed as the main routing approaches in this context. In DVR, nodes

share their distance vector information with neighbors to maintain next hop-node for

each destination. The DVR suffers from slow convergence and routing-loops problem,

which limits its applicability to a small area. In LSR, each node floods in the whole

network, the complete status of its directly connected links. In this way, by knowing

the link state information of all nodes, each node can draw a complete network topology

graph for routing decisions [Cha15].

The emergence of the Internet necessitates the optimization of routing, hierarchical
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routing is proposed to make routing decision based on network addresses instead of

host addresses. The inter-domain routing is used to route packets between different

networks and the intra-domain is used within a network to route packets to the required

destination node.

The proliferation of wireless networks necessitate the need of new routing protocols

due to the unreliable nature of the wireless links. The Destination-Sequenced Distance-

Vector Routing (DSDV), Optimized Link State Routing (OLSR), Ad-hoc On-Demand

Distance Vector (AODV) and Dynamic Source Routing (DSR) are some well known

routing protocols proposed for wireless networks, which are derived from routing proto-

cols for wired network, i.e., DVR and LSR. The DSDV is a proactive routing protocol

that periodically maintains a route to every other node in the network, while avoiding

routing loops at the same time. The AODV is a reactive routing protocol that finds the

route only when required. For some special types of networks, such as wireless sensor

networks, where nodes gather information and send to a centralized node called sink

node, cluster-based routing has been proposed for such data gathering. The nodes are

organized into groups in order to forward consolidated data to the sink node [Cha15].

Firstly, all these routing protocols do not take interference into consideration under

channel reuse in underlay mode, while interference consideration is of paramount impor-

tance in D2D communication. Secondly, all these routing protocols are distributed in

nature, where all nodes take the route decision autonomously using local and/or global

information. There is no routing protocol that takes the benefit of the presence of cen-

tralized control entity (e.g., BS) for centralized route decisions. The development of

D2D technology, with its promising performance improvements, necessitates the need of

new routing metric that can take interference into consideration under channel reuse, as

well as new routing protocols that can take advantage of BS for making route decisions.

This thesis aims to bridge this gap by proposing a novel routing metric and a novel

route discovery mechanism. The proposed novel routing metric, MIIS selects routes with

higher SINR while being conscious about lower interference, operating in underlay mode.

The proposed novel centralized route discovery mechanisms, reactive centralized routing

and its extension to proactive centralized routing, take the advantage of the presence of

BS for establishing the D2D routes in which the route calculation and decision are taken

by the BS for a given cell.
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1.2 Contribution

The contribution of this dissertation is multi-fold, which is discussed as follows:

• A discussion of various implementations, performance improvements and incentive

mechanisms to support D2D communications is provided. Moreover, in-depth

survey of all state-of-the-art D2D, D2I/I2D and ad-hoc routing schemes for D2D

networks along-with their taxonomy is provided. A clear differentiation between

multi-hop D2D, D2I/I2D and ad-hoc routing for D2D networks is provided. A

comparative analysis of routing schemes is also made using various metrics, such

as the type of relay and the type of spectrum used.

• A novel routing metric, MIIS (Metric for Interference impact and SINR), is pro-

posed that selects routes with higher SINR while being conscious about lower

interference. A route decision formula is also proposed that not only avoids the

routes having the lowest bottleneck MIIS values but also maintains the lower hop

count value.

• A novel route discovery mechanism, reactive centralized routing, is proposed that

takes the advantage of the presence of BS for establishing the D2D routes in which

the route calculation and decision are taken by the BS for a given cell. The re-

active centralized routing is also extended to proactive centralized routing. Both

centralized routing schemes (i.e., reactive and proactive) reduce the routing over-

head as compared to distributed routing schemes to a dramatic level by avoiding

the flooding of route requests.

1.3 Publication List

• Farrukh Salim Shaikh and Roland Wismüller. “Routing in Multi-hop Cellular

Device-to-Device (D2D) Networks: A Survey”. In: IEEE Communications Surveys

& Tutorials 20.4 (2018), pp. 2622-2657.

• Farrukh Salim Shaikh and Roland Wismüller. “Interference-Conscious Routing in

Multihop D2D Communications”. In: 2nd International Conference on Computer

and Communication Systems (ICCCS). 2017, pp. 146-151.

• Farrukh Salim Shaikh and Roland Wismüller. “Centralized Adaptive Routing in

Multihop Cellular D2D Communications”. In: 2nd International Conference on
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Computer and Communication Systems (ICCCS). 2017, pp. 158-162.

1.4 Outline of the Thesis

The dissertation is organized as follows.

• Chapter 2 builds an understanding of D2D communications and highlights its im-

portance and necessity in cellular communication by providing detailed discussion

on D2D performance improvements, incentives and implementation scenarios. It

covers the topics that were not well classified in D2D communications like various

technologies that resembles D2D communications.

• Chapter 3 reveals that all state-of-the-art routing algorithms relates to one of the

three D2D categories. The chapter then provides an extensive in-depth survey of

state-of-the-art routing algorithms and classify them based on their objectives and

requirements. A routing scheme consists of two main parts, i) routing metric and

ii) route discovery mechanism. This thesis contributes in both parts.

• Chapter 4 presents a novel routing metric, MIIS that selects routes with higher

SINR and lower interference. It also presents a route decision formula with an

illustrative example that not only avoids the routes having the lowest bottleneck

MIIS values but also maintains the lower hop count value.

• Chapter 5 presents a novel route discovery mechanism that takes the advantage

of the presence of BS for establishing the D2D routes in which the route calculation

and decision are taken by the BS for a given cell. It presents the algorithms and

examples for the operation of proposed centralized routing schemes.

• Chapter 6 finally concludes the dissertation and presents some future research

directions.

The relation of our publications with this dissertation is as follows. Most of the

contents in Chapters 2, 3 and some future research directions in Chapter 6 have been

published in the paper “Routing in Multi-hop Cellular Device-to-Device (D2D) Net-

works: A Survey”. The proposed routing metric in Chapter 4 has been published in the

paper “Interference-Conscious Routing in Multihop D2D Communications” and route

discovery mechanism in Chapter 5 has been published in the paper “Centralized Adap-

tive Routing in Multihop Cellular D2D Communications”.
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Chapter 2

Overview on D2D

Communications

This chapter provides detailed overview on D2D communications in many perspectives.

The first section discusses various technologies which resembles with D2D communica-

tions. The D2D communications has been categorized based on three characteristics

which is discussed in section 2.3. Implementation scenarios and the unique challenges in

D2D communications are presented in sections 2.4 and 2.5. Finally, section 2.6 discusses

single and/or multi-hop network performance improvements and the incentives to users

by using D2D communications.

2.1 History

The idea of D2D communication dates back to nearly four decades, when opportunity

driven multiple access (ODMA) was first proposed for extending the network coverage.

Different techniques with their specific names have been proposed so far, for the direct

(single and multi-hop) communication of cellular users under various network scenarios

[Cav+05]. All the techniques have been seamlessly integrated into D2D communications.

A brief description about all such popular techniques is provided below:

ODMA

The initial idea of extending the coverage area of the network to more than one hop,

named as opportunity driven multiple access (ODMA) is first proposed by South African
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scientists in 1978 [Inc]. The idea was then discussed by the 3GPP standardization com-

mittee in 1999 [Thi99].

MCN

In multi-hop cellular network (MCN), cellular users not only forward the data of BSs as

in ODMA, but also forward data of other nodes for inter-device communications [LH00].

IMCDN

In integrated multi-hop cellular data network (IMCDN), large number of fixed relay

nodes are intelligently placed to efficiently deliver data from cellular users to the BS,

regardless of the cellular user positions. The relay node is named as routing node (RN)

and cellular user node is named as mobile data terminal (MDT) in the original text.

The objective is to efficiently balance the load among the BSs, instead of power saving

or high mobility support (as are the objectives in mobile ad hoc networks (MANETs)).

Mobile switching centre (MSC) acts as central controller. All link layer and network

layer decisions are made at the MSC. This reduces the topology management tasks from

the BSs and RNs, which helps in making the network simpler, power efficient and cost

effective. The upstream packets are always destined at BS and the downstream packets

are always originated from BS [LL03; LL06].

ICN

In integrated cellular networks (ICNs), operator installed fixed relay nodes and/or cel-

lular users are used to forward the data of heavy loaded BS to another less loaded BS.

When there is a high traffic load and BSs have no additional cellular resources to fulfill

new resource requests, BS finds a multi-hop route to a less loaded BS in case of a new

resource request from a node. The fixed relay node is named as traffic diversion station

(TDS) and cellular user node is named as mobile host (MH) in the original text.

Throughout this chapter, we use the same naming notations as used in the original

research papers, however, it is important to remember that all the proposed schemes

under different naming conventions can be directly used with D2D communications.
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Figure 2.1: Number of publications in various D2D domains.

2.2 A glimpse on various D2D domains

A number of survey/review papers have been published to discuss the basics of D2D

communications, and to discuss various other D2D research domains. Table 2.1 to 2.6

demonstrate the efforts of most of the existing survey papers related to D2D. In addition,

a survey on the total number of approximate 3300 publications on D2D communications

till November 8, 2019 has been carried out, and the approximate number of publications

in various domains is shown in Fig. 2.1. To the best of our knowledge, there was no

survey on routing in D2D networks. Thus, in the next Chapter, this thesis provides the

first comprehensive survey which discuss the routing in multi-hop cellular D2D networks.

2.3 Classification of D2D communications

This section classifies D2D communications into three main characteristics, i.e., type of

communication, number of hops and type of spectrum. These characteristics are further

classified into sub-categories which are illustrated in Fig. 2.2 and discussed below.

2.3.1 Type of Communication

There can be two types of D2D communications, i.e., either supervised when under

the control of the BS, or unsupervised when node is out of the coverage of the cellular
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network. Node under the coverage of the BS can also be tuned to work in unsupervised

mode by not utilizing the services of the BS.

2.3.1.1 Supervised communication

In supervised communication, the BS controls the communication, and guarantees per-

formance and security by complete control over the control plane and the data plane

[MCC14], [TUY14]. In control plane, BS authenticates the devices and set appropriate

encryption for privacy. Connection establishment and maintenance is also the responsi-

bility of BS. Due to global network knowledge, issues in unsupervised (ad hoc) communi-

cation like synchronization, collision avoidance and free spectrum detection can be easily

handled by the BS at the control plane. In data plane, resource allocation or spectrum

management by the BS ensures that UEs do not have the burden of handover in case of

information brokerage. Mobility management is also the responsibility of BS at the data

plane. All these services are not possible in infrastructure-less (or purely ad-hoc) net-

works like WiFi Direct or Bluetooth. Additionally, large scale network communications

is also not suitable for the infrastructure-less networks.

There are two types of supervised communication: network-based communication

and network-assisted communication. In network-based communication, all the devices

are under the full control of network. In network-assisted communication, devices can

take decisions autonomously, however their decisions are based on the measurements

provided by the network.

2.3.1.2 Unsupervised communication

Currently unsupervised communication is allowed to D2D devices only when infrastruc-

ture network is unavailable. In unsupervised mode, the network is stand-alone and works

exactly like ad-hoc networks. Such network does not need any expensive infrastructure

for communications. Moreover, the network is also quite flexible, and does not have

any restrictions due to unavailability of any centralized management and control. For

example, in ad-hoc network, where all nodes works autonomously, failure of any node

have negligible effect on the overall network performance while in infrastructure based

network, failure of a central processing node, results in total network failure. Similarly,

in case of overload on the nodes in ad-hoc network, the network performance is slightly

degraded, however overload on the central node in the infrastructure-based network

results in significant service degradation and limited service availability.
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2.3.2 Type of spectrum

D2D devices can communicate in either of the two types of spectrum i.e. inband or

outband. These types of spectrum are discussed in detail below. The type of spectrum

used in state-of-the-art topology based routing algorithms is listed in Table 3.5.

2.3.2.1 Inband

In inband communication, devices use available cellular channels opportunistically. The

use of same spectrum enforce easier cooperation among D2D and cellular networks.

BSs have higher control over the interference between the coexisting D2D and cellular

networks, thus QoS can be guaranteed. The same cellular interface is utilized for D2D

communications, so every device can use inband spectrum. There are two techniques to

use the inband communications: overlay and underlay.

Overlay In this technique, spectrum resources are dedicated for D2D communications

and separate spectrum are scheduled for both the cellular and the D2D networks. This

ensures no interference with cellular devices. If many D2D communications opportunities

are possible, the same spectrum can be reused spatially within D2D communications.

Underlay In this technique, spectrum resources are reused for D2D communications

opportunistically. This increases spectral efficiency by exploiting the spatial diversity.

However, interference mitigation involves detailed investigations both at the BS and the

D2D UEs. Underlay has two types of spectrum: uplink and downlink. In frequency

division duplex (FDD) mode, the reuse of downlink and uplink spectrum needs different

considerations.

Downlink The reuse of downlink spectrum has very stringent requirements be-

cause the D2D UEs might severely interfere the cellular UEs which is not tolerable. On

the other hand, D2D UEs also receive severe interference from the BS due to the high

transmission power of BS. Therefore, this D2D communication is usually possible near

the cell edges. D2D UEs are also affected by the interference from other D2D UEs of

the same cell, and from the BS and D2D UEs of other cells.

Uplink In this type of communication, D2D UEs get most harmful interference

from the cellular UE (CUE). D2D UEs are also affected by the interference from other
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D2D UEs of the same cell, and from the CUEs and D2D UEs of other cells. Conversely

BS is interfered by all D2D UEs of same and other cells. However BSs are very powerful

and can handle interference efficiently. The use of uplink in D2D communication is the

most widely used technique in the literature due to its numerous advantages. This is

preferred to use for D2D communications because:

• D2D UEs have reduce impact on BS and thus interference tolerance is acceptable

to some extent.

• The uplink band is underutilized and thus have more free resources.

• UEs radio interface is by-default designed to send data in Uplink [Lin+14]. Thus

it would be complex if UEs had to send data in downlink band which requires

OFDMA transmitter. Moreover, SC-FDMA transmitter enjoy low peak-to-average

power ratio (PAPR).

• 3GPP also recommends to use uplink band for D2D communications [Thi14].

However, there are few constraints in SC-FDMA (uplink band). The resource blocks

(RBs) in frequency domain should be contiguous and must use the same modulation

scheme [JL13]. Morever, the SC-FDMA receiver is also complex because of single carrier

transmission.

2.3.2.2 Outband

In outband communication, devices use unlicensed spectrum instead of cellular spec-

trum. Outband communication has several advantages in D2D communications which

are summarized below:

• Precious cellular resources are preserved.

• No interference with the cellular resources.

• Simultaneous D2D and cellular communication is possible.

• No considerations of frequency, time and power are required while scheduling out-

band communication.

However, on the contrary, outband communication has some limitations as well which

are summarized below.
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• It consumes double power consumption due to using two interfaces. Thus, special

techniques are required to minimize the power consumption.

• The second radio interface needs to be coordinated which needs investigation of

inter-technology architectural designs.

• It causes some delay due to increased processing because protocols are not same

and thus packets are decoded and encoded again. However, we assume processing

delay is very small as compared to communication delay in inband communication.

Outband communication would be carried out either on license free band that is

Industrial, Scientific and Medical (ISM) band or an opportunistic reuse of licensed bands,

as permitted by FCC.

Unlicensed Due to the free license spectrum, a number of works use wireless LAN

spectrum for direct communication among the users. The unlicensed spectrum is usu-

ally used for D2D communications in networks having low number of nodes. This is

because in case of high node density, the cross-interference with other outband users is

uncontrollable and hence QoS provisioning could not be guaranteed.

Unused It is permitted by the FCC to use the licensed channels (usually the TV

white spaces) opportunistically provided that it does not interfere with the licensed users

(called primary users) holding the license for certain time and frequency. Normally in

BS-assisted D2D communication for the open access of TV white space, BS senses the

available unused licensed spectrum in the cell using efficient spectrum sensing techniques.

Subsequently, the unused available channels can be advised to the D2D UEs to be used

for D2D communications [Din+16].

2.3.3 Number of hops

A communication can either be single-hop or multi-hop. In single-hop communication,

two devices are in the proximity of each other and directly communicate without needing

any relay. In multi-hop communication, a device which want to communicate with

another device or BS is not in the proximity of destination node, therefore it needs

atleast one intermediate node to assist it in relaying its data to another device or BS.

As discussed in Subsections 2.6.1 to 2.6.3, single-hop and multi-hop have their own pros

and cons. The advantages of single-hop communication is reduced delay and increased
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energy efficient. However, it is not also possible to have single-hop communication when

the devices which want to communicate are not in the proximity of each other. The

main advantage of multi-hop communication is increased network coverage. However, it

incurs additional delay due to higher number of transmissions by relay nodes.

2.4 Implementation Scenarios for D2D communications

There are a number of use case scenarios where D2D communication is the best choice

for implementation, however we discuss three major scenarios, which are provided below:

2.4.1 Natural disaster

Different types of natural disasters have been listed in order of the magnitude of fatality

in [Adi15]. A smartphone disaster recovery system (SDRS) protocol [Adi15] is proposed

to communicate with the BS, or otherwise establish D2D communication (using LTE-

Direct) in case of natural disasters. An emergency communication protocol for D2D

communications has been proposed in [Gom+14] which establishes a cluster like network

topology of D2D users. A node called as chief D2D node (usually the first node in the

network) is responsible for creating and maintaining the D2D network. However, the

high energy consumption of the chief node in maintaining the topology has not been

considered. Multi-hop D2D communication for extending the network coverage has

been proposed in [AHKJ16]. Study has shown that the network-level success probability

increases with the increase in the number of relays against the varying values of the

damage ratio caused by the natural disaster.

A survey on disaster response network for cognitive radio (CR) [Gha+14] provides

many new ideas that the D2D communication networks can use to get benefit from. A

few of them are discussed below:

2.4.1.1 Immediate services

A number of disaster response network (DRN) solutions exist, provided by various dis-

aster response organizations. Such organizations are generally telecommunication op-

erators, telecommunication equipment vendors, government and non-government orga-

nizations (NGOs). These organizations aim to enhance resilience against natural and
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man-made disasters, usually provide communication services within 24 hours to affected

areas in the immediate aftermath of a disaster. Any delay in the response to the disaster

may result in further loss of life, injury and damage. AT&T’s national disaster recov-

ery (NDR) program provides LAN, WiFi and voice (VoIP) connectivity within minutes

of arrival with dedicated generators. This connectivity is possible via solution called

emergency communication vehicles (ECVs) that uses satellite links. However the arrival

of relief personnel / disaster response organizations at the affected areas always incur

delay, and thus no connectivity is possible before that time. Furthermore, the deploy-

ment might incur additional delays due to the lack of network damages information,

prior government and mobile operator agreement for spectrum utilization and custom

clearance. Thus these external solutions fail to provide an immediate first-aid recovery

to the affected areas.

Local personnel who are less affected by disaster can immediately start the first-aid

relief operations for the affected persons using D2D communication. These persons bene-

fiting from the auto-configuring capability of D2D devices can search the affected persons

by discovering the proximate D2D devices. They can also check and communicate with

their close relatives and other personnel by utilizing the multi-hop communicating ca-

pability of D2D devices. D2D devices can also communicate multi-hop to any of the

nearby base stations or relief-centers.

2.4.1.2 Wide area coverage

National disasters usually spans wide geographical regions. For example Hurricane Ka-

trina affects 230,000 sq.km area in the US in 2005. The relief personnel require wide

area connectivity to coordinate relief services. The network coverage provided by all the

available DRN solutions is limited. Due to the damaged civil infrastructure, it might

take several days to provide relief in all affected areas. D2D network provides the best

connectivity solution in disaster response network when the cellular coverage is partially

unavailable or when the cell coverage does not provide connectivity over the complete

emergency area. We are considering the case when only a limited amount of cellular

sites are functional following the disaster event. A D2D network acts as a glue to repair

a damaged cellular network by providing extended coverage. Such network could also

replace damaged cellular sites in terms of proximity communications. Highly-flexible

D2D devices can provide multiple services reusing the same cellular spectrum.
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As DRNs often provide limited connectivity in some target areas, forming sparse

networks. Thus, the incorporation of D2D devices with multi-hop support provides ex-

tended coverage with high bandwidth efficiency. This involves challenges like next hop

selection, channel selection, end-to-end delay, mobility of users and interference avoid-

ance.

2.4.1.3 Cost-effectiveness

The services provided rapidly following the disaster event are generally very expensive.

Almost all solutions use cost-effective satellite backhaul system to provide connectivity.

These services are usually replaced by less-expensive solutions in the later weeks once

the situation is under control. Thus the overall deployment of all such solutions incurs

high costs.

D2D network can be deployed without any extra cost. The normal smartphones of

users are used as D2D end-devices to communicate directly with other D2D devices and

to provide the services of a relay.

2.4.1.4 Self-Organization

It is worth noting that most DRN solutions lacks the capability of self-organization. The

operating environment in the disaster area is unpredictable due to dynamicity in user

demands, network topology and spectrum availability.

D2D communication provides flexible reconfigurations by observing the operating

environments. Such operating information can be accumulated through local sensing,

individually and by cooperation among neighbor devices. Thus, local sensing is ex-

pected to play a vital role. D2D devices can then select appropriate strategies to achieve

specific goals. These self-organizing capabilities are especially valued in the context of

DRN, where immediate communication is required with little or no information about

the operating environment and which may change unpredictably. Auto-configuration

capability of D2D devices helps in quick adaption to the changes in operating environ-

ment. This also helps in minimizing time consumption in the initial configurations.
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2.4.2 Public safety

D2D communication has mainly emerged to offload the high data traffic from the cel-

lular network, and to provide pubic safety communication services in case of natural or

man-made disaster. Most of the works have focused on providing D2D communications

in case of natural disasters when the cellular network services are either partially or

totally unavailable [BYG15; MSS15; TK15; MMH15; MGC14; Li+15; Fod+14; AHK13;

Gor+14; YK12; Yaa14; Gor+13; SKJ16; One+13; Hun+13; MAD13]. Very few works

considered human-made disasters like fires [Cas+15b; TK14a], accidents, terrorist at-

tacks [YGW14] etc. Tata and Kadoch [TK14a] highlight the fact that many firefighters

die because they cannot get out of the fire spot. This is because they are unable to

communicate due to network congestion caused by the peak usage of the network in the

locality. Castel et al. [Cas+15b] analyze the LTE-D2D as a potential candidate standard

for communication between the indoor body-to-body link (by considering firefighters as

an example). Yuan et al. [YGW14] point our attention towards the terrorist attacks.

Most of the terrorist attacks are targeted in urban areas in order to have higher impact

and causalities. This leads the networks to be overloaded or damaged. D2D commu-

nication provides an alternative communication in case of such network congestion or

network unavailability.

2.4.3 Expected and unexpected events and crowds

D2D technology is able to fulfill the communication needs in case of both the ‘expected’

(planned) and the ‘unexpected’ events and large crowds. The planned events could be

pre-organized seminars, conferences, social or personal parties, parades, road skating or

other sport events in stadiums, where the time and the crowd volume could be pre-

estimated. Public speech or huge sales event are also planed events, however it is hard

to estimate the exact number of people in such events. The unexpected events could

be traffic jam or rally, where both the duration and the number of people involved are

hard to predict. Thus, D2D is a quite flexible technology that can survive and provide

communication services for all types of planned (normal) and the unplanned (emergency)

events and crowds.

The above adaptability of D2D in such diverse scenarios is one of the very big advan-

tage to the telecommunication operators. For providing better services, operators need

to investigate the network requirements like number of users and user mobility of each



2.5. UNIQUE CHALLENGES 21

location independently. For example Train/Bus stations have higher number of users

and high user mobility, while academic institutions or offices have also high number of

users but comparatively low mobility. Shopping markets have high user mobility but

varying number of users in various times, and residential areas have low number of users

and low mobility. Thus, by using D2D communication technique, network operators

may alleviate some of the burden of detailed network planning due to the D2D ability

to provide communication services in any kind of network requirements.

2.5 Unique Challenges

D2D communications is still in its infancy. A number of open issues and problems are

there which need serious attentions. This section discusses such challenges.

Inter-operator or Multi-operator D2D operation

Without inter-operator support, the applicability of D2D communications is very lim-

ited. In multi-operator D2D operation; which spectrum to use and how to coordinate

and control UEs operations are key issues to solve.

Co-existence and interference management

Interference management between the coexisting D2D networks and between D2D net-

works and cellular networks needs detailed investigations. Furthermore, resource al-

locations for D2D network within a single cell or across multi cells also needs serious

attention. Although massive amount of research on this issue has already been per-

formed, however this issue needs further considerations.

Mobility management

In case of mobility, new D2D handover criterion in addition to traditional handover is

required. D2D-aware handover and D2D-triggered handover are some initial solutions

in this domain which also needs investigation.
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Dual mobility

In traditional cellular communications, one communicating entity that is the BS is al-

ways fixed and the other communicating entity that is the UE is mobile. However,

in D2D communications, both communicating entities are the UEs and thus both are

mobile. This affects both shadowing and fast fading (increased Doppler effect). Thus

mobility is more difficult to manage in small coverage scenarios than with respect to

their respective large coverage areas of the BS [Lin+14].

Extent of transfer of control from Network operators to Users

Transferring the network control to users is a big topic of discussion by the telecommu-

nication operators. Since losing control over the users is never the desire of telecommu-

nication operators. Thus further studies are required to investigate optimal solutions for

splitting the control functionality between the network and the UE [Lin+14].

Impact on WAN as a whole

Mostly, all cellular technologies are designed to optimized eNB (evolved Node B) - UE

links. However finding the impact of these techniques on WAN also need considerations

[Lin+14].

Impact in Complex Heterogeneous Networks

In the presence of macro cell, micro cells, home cells and fixed relays, the impact of the

wide deployment of D2D communications also needs further considerations [AWM14].

2.6 Performance improvements using D2D communications

In traditional cellular communication systems, it is hard to fulfill all the inter-dependent

network performance metrics requirements. For example, in interference-limited systems,

the coverage of the cell decreases with the increase in the number of users. Thus, there is

always a trade-off between the capacity and cell coverage. With the introduction of D2D

communication, drastic performance gains are achieved in various network metric and
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there is no longer a strict trade-off between most of the network requirements. Three

types of gains are promised by D2D communications [Fod+12] which are proximity

gain, hop gain and reuse gain. The proximity gain assures high data rates, low energy

consumption and delay by taking advantage of the proximity of the other device. The

reuse gain indicates the reuse of cellular spectrum for D2D communications. The hop

gain is achieved by using a single-hop for D2D communications instead of two-hops, an

uplink and a downlink resource in cellular mode. This allows the flexibility to use any

available channel (i.e., uplink or downlink) for D2D communication. We now discuss the

performance improvements that could be achieved in both the single-hop and multi-hop

D2D communications.

2.6.1 Single-hop Performance Improvements

When two devices directly communicate with each other (i.e., single-hop communica-

tion), the two performance improvements that can be achieved are reduced delay and

increased energy efficiency.

2.6.1.1 Reduced delay

Direct single-hop link between the two devices in D2D communication ensures reduced

delay as compared to the minimum two-hop link in traditional cellular network.

2.6.1.2 Increased energy efficiency

Instead of using higher power by each device to communicate with BS in traditional

cellular communication, D2D devices use lower power due to smaller distance between

each other in D2D communications which increases the energy efficiency of D2D devices.

2.6.2 Multi-hop Performance Improvements

When two D2D devices want to communicate are not in the vicinity of each other, other

D2D devices are used as relays, which makes a multi-hop communication between the

two D2D devices. The performance improvement achieved in multi-hop communication

is increased coverage.



2.6. PERFORMANCE IMPROVEMENTS USING D2D COMMUNICATIONS 24

2.6.2.1 Increased coverage

In multi-hop D2D communication, D2D devices which are out of the coverage or in the

dead spot regions could use other D2D devices as relays to communicate with the infras-

tructure network or to communicate with other end-users, resulting in overall network

expansion and increased network coverage.

2.6.3 Single and Multi-hop Performance Improvements

In addition to the above performance improvements which are applicable either only to

single-hop or multi-hop. There are many other benefits which are applicable to any kind

of network either established using single-hop or multi-hop D2D communications, which

are discussed below:

2.6.3.1 Quality of Service

Devices in the proximity of each other, notice high signal to interference and noise ratio

(SINR) as compared to the traditional links with the cellular network. However, the

devices must use an efficient interference mitigation scheme in order to be aware of and

mitigate the interference [MNB16]. Field tests [CPG11] also demonstrated the improved

end user QoS in the cell-overlaid and in the handover areas.

2.6.3.2 Data rate

Devices in close proximity can use higher order modulation and coding schemes which

leads to sufficiently high data rates [Lie+16], [Qin+16].

2.6.3.3 Spectrum Efficiency

The hop gain immediately doubles the spectrum usage because of saving one spectrum

resource in each D2D communications. The reuse gain further improves the spectrum

efficiency by the effective use of scarce cellular spectrum. Multiple D2D links can again

reuse the same spectrum by exploiting the spatial diversity. For multi-hop D2D commu-

nication, Babub et. al [BYG15] have verified through results that the spectral efficiency
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increases with the increase in number of hops (upto four hops considered in simulation).

2.6.3.4 Network Capacity

Network capacity refers to the number of users (or specifically the amount of traffic) the

network can handle simultaneously. As we know that Capacity = Bandwidth × Spec-

tral Efficiency; and we also know that maximum bandwidth is usually given/fixed for a

network, therefore the increase in the spectral efficiency results in the overall increase in

the network capacity. It also increases the overall system capacity by bypassing blocked

base stations [GL04].

2.6.3.5 Network Load

D2D communication always reduces the load on the network. This not only offload the

traffic from the BSs but also offload the backhaul and the wide area network, which

further results in cost efficiency [Tul+14].

2.6.3.6 Availability of Service

In case of no/partial network service, D2D communication serves as a fall back solution

which enable devices to communicate directly or via relay(s).

2.7 Incentives of relaying data

D2D communication is advantageous for both the operators as well as the users. It

gives incentives to users for relaying the data of other users and is beneficial for network

operators in terms of network performance enhancements.

To motivate the users to assist in relaying data of the BS and other users, various

kinds of incentives are provided by the BS and the users. The network relays are those

users which relay data for the BS, and D2D relays are those users which relay data for

other users. A number of incentive mechanisms have been proposed in literature [LG15;

Zha+15a; MPL15; Tia+16].
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2.7.0.1 Incentives provided by BS to network relays

In compensation of the consumed resources of the user offering the services as relay,

following benefits could be provided by the BS to users involved in relaying data.

2.7.0.2 Monetary incentives

Financial benefits like extra balance, discount on monthly bills, or some cash prizes could

be rewarded to the users involved in relaying the data of BS.

2.7.0.3 Service incentives

Package promotions, increased bandwidth and/or bonus minutes or SMSs can be re-

warded.

2.7.0.4 Incentives provided by other D2D users

If a user is outside the coverage of the BS or is at some dead spot location, it can utilize

the services of other users, either to connect to the infrastructure network (i.e., BS), or

to connect with other users in a multi-hop manner. A number of research works focusing

on incentivizing the users to act as relay are present in literature. Some of the attractive

incentives are:

2.7.0.5 Direct bandwidth exchange

The user who uses the service of a relay node transfers the bandwidth (or could be

amount) to the relay node immediately. The transferred bandwidth will be equal to

the bandwidth that is consumed by relay node in servicing as relay plus extra band-

width. This extra bandwidth is the reward of the resources (battery, processing, time

and storage) consumed during relaying operations. However, if the relay node already

has sufficient resources such that it does not need any reward immediately, then the

immediate bandwidth exchange will not be useful here.
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2.7.0.6 Social-tie based

A user can relay the data of other users within his/her social circles (e.g, friends, rela-

tives etc.) to benefit them. There is no financial or service benefit for the relay node in

this approach, rather it is based on social relations with each other.

2.7.0.7 Reputation based

In this approach, reputation level is maintained according to the participation in relay-

ing service. Thus, for users having very low reputation of relaying, others might avoid

providing relaying service. However, false reputation and selfish behavior of users are the

main downsides of this approach. In false reputation, the users misrepresent their repu-

tation level. This problem could be avoided in supervised communication where BS can

track of the reputation of each user, while in unsupervised communication, the problem

is not easy to be dealt with. In selfish behavior, a users calculates meetings with devia-

tions for the user which has to provide relay service, and if the meetings are quite often,

then provide the relay services. This is to ensure that the user also gets the same reward

of service from the user currently providing the relay services. Such behavior creates

uncertainty in relay services and therefore such devices are better to be off. Complete

selfishness in which users demand some returns at the same instant does not create un-

certain relay situations and therefore such devices are better than those discussed before.

2.7.0.8 Token-based

In this approach, tokens are used as virtual currency [Mas+13]. Tokens are required

in order to use the relaying service of other users and tokens are transferred on getting

service from other users. The tokens received by a user can be used later when a user

requires relaying service from other users. Tokens are used only for D2D communications,

they cannot be used as an alternate of the money. This necessitates either to buy tokens

from the operator (operator benefit) or to earn tokens by servicing as a relay (motivates

users to relay data). The price of token needs to be set such that it does not make burden

to buyers, but it is still attractive for users to provide service for relaying data for getting

the same tokens. Thus, the decision of using this approach depends on (a) service gains

comparative to traditional communication by receiving data through a relay (from the

perspective of service node) and (b) if the future benefits outweigh current resource costs
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it incurs for relaying data for others users (from the perspective of relay node). Results

suggest that relaying cooperation is maximized when (a) the users have high relay energy

budgets, (b) the users are highly mobile (e.g. on vehicles) and (c) there are moderate

number of tokens.

2.8 Summary

This Chapter provided a review on D2D communications. The chapter started with the

history of D2D communications, and reveal that the concept of D2D communications

is not new and does exist with different naming conventions from several decades. The

first idea was proposed with the name of ODMA (Opportunity Driven Multiple Ac-

cess). The most popular and yet active technology that verily resembles D2D is MCN

(Multi-hop Cellular Network). The Chapter then continued by providing a glimpse on

surveys on different domains of D2D communications. A figure showing the total num-

ber of publications under various D2D topics is also presented to have a global view

of D2D communications. The classification of D2D communications based on versa-

tile characteristics is also the most important, to understand the variety of modes that

D2D communication can work. Finally, the importance and necessity of D2D in cellular

communication is provided, by detailed discussion on D2D performance improvements,

incentives and implementation scenarios.

In the next chapter, we will survey all the existing routing algorithms that are pro-

posed for or can be used for establishing multi-hop route in D2D communications. The

routing algorithms have been broadly categorized into three categories. Each category

has been sub-classified into different classes based on their objectives or network struc-

ture used. A detailed discussion on each routing algorithm have been provided with

comparison based on various relay types and spectrum type used.
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Table 2.1: Comparison of existing surveys/reviews in D2D communications.

Citation Publication

Year

Discussed Topics Description

[AWM14] 2014 Generally discuss

D2D communica-

tions

This is the first survey paper on D2D

communications that provides detailed

literature review based on inband (un-

derlay and overlay) and outband spec-

trum band. Use-case, platform, per-

formance metrics with achieved results,

evaluating and analytical tools under

each category is tabled and discussed.

[ASA14] 2014 Generally discuss

D2D communica-

tions

A very short overview on challenges for

interference mitigation using mode se-

lection, resource allocation and power

control for cooperative D2D communi-

cations.

[MBV15] 2015 Generally discuss

D2D communica-

tions

The survey provides deep insight in

various D2D research domains, which

include but not limited to mode selec-

tion, interference management, power

consumption and energy efficiency, re-

lay functionality and 3GPP standard-

ization activities.

[Liu+15] 2015 Generally discuss

D2D communica-

tions

This paper surveys centralized and

distributed interference management

schemes for in-band and out-of-band

D2D communications, and also tabled

and discussed the existing radio re-

source management schemes. Pro-

totypes and experiments for the im-

plementation of D2D communications,

3GPP standardization and candidate

radio technologies for D2D communi-

cations are also discussed.
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Table 2.2: Comparison of existing surveys/reviews in D2D communications (contd...).

Citation Publication

Year

Discussed Topics Description

[Che+15] 2015 Channel measure-

ments and models

in D2D communi-

cations

The paper provides the current state

of the research on D2D channel mea-

surements in various different scenar-

ios like macro-cell/micro-cell outdoor-

to-outdoor (O2O), outdoor-to-indoor

(O2I), indoor-to-indoor (I2I) for ur-

ban, suburban, rural, office, shop-

ping mall, and urban-road/highway

vehicle-to-vehicle (V2V), and line-of-

sight (LOS)/non-line-of-sight (NLOS)

scenarios. The paper also surveys

state-of-the-art research work on D2D

channel models for various scenarios.

[Maa+15] 2015 Offload techniques

in wireless access

and core networks

In this paper, D2D is compared with

RAN technologies like WiFi and small

(femto) cell, in terms of various crite-

ria like QoS, coverage and data rate

etc. D2D is also compared in terms

of strength and weakness with mobility

and interworking protocols (like Mobile

IP (MIP)/Proxy MIP (PMIP) used by

Interworking WLAN (I-WLAN), and

IP Flow Mobility (IFOM)) and with

core network offload approaches (like

Selective IP Traffic Offload (SIPTO) by

implementing a Traffic Offload Func-

tion (TOF)).

[EZP15] 2015 Data offloading

in heterogeneous

access Networks

A brief overview on various offload-

ing approaches in unlicensed band, li-

censed band and hybrid of both. D2D

communications has been considered in

the hybrid class in this paper.
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Table 2.3: Comparison of existing surveys/reviews in D2D communications (contd...).

Citation Publication

Year

Discussed Topics Description

[Mus+16] 2016 Separation frame-

work for cooper-

ative and D2D

Communications

The control and data plane separation

architecture (SARC) have been pro-

posed as an enabler for coordinated

multipoint (CoMP) and D2D commu-

nications in the context of 5G. Various

SARC proposals have been discussed to

alleviate the problems related to energy

efficiency, mobility management, inter-

ference management and capacity max-

imization.

[NN16] 2016 Interference man-

agement in D2D

communications

The paper provides detailed discussion

about interference mitigation strategies

in D2D communications based on two

broad categories, co-tier (same tier i.e.

between two D2D users) and cross-

tier (different tier i.e. between D2D

user and cellular user/BS) interference.

Based on the quantitative compari-

son, and on the strength and weak-

ness/limitations of the literature work,

future research directions are also dis-

cussed in order to include D2D commu-

nications in 5G cellular networks.

[GJ16] 2016 Generally discuss

D2D communica-

tions

The paper discusses in detail vari-

ous features of 5G networks that can

be integrated in D2D communications.

Open challenges in D2D communica-

tions are also discussed at the end.

[Hau+17] 2017 Security in D2D

communications

The paper classifies and provides de-

tailed discussion on the security and

privacy preserving approaches in D2D

communications, along with their ad-

dressed attacks. Relationship in terms

of contradicting and supporting re-

quirements between security and pri-

vacy are also identified.
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Table 2.4: Comparison of existing surveys/reviews in D2D communications (contd...).

Citation Publication

Year

Discussed Topics Description

[Dou+17] 2017 Network coding in

D2D communica-

tions

A new paradigm of network coding,

instantly decodable network coding

(IDNC) for D2D communications is

surveyed in this paper. The paper first

compares IDNC with random and op-

portunistic coding and then compares

the types of IDNC schemes like strict,

generalized and order-2 IDNC using

various criteria. In the second part of

this paper, the use of IDNC for central-

ized and distributed D2D communica-

tions is discussed in detail.

[GJJ17a] 2017 Security in D2D

communications

The paper provides detailed overview

on various challenges for D2D commu-

nications along-with the overview on

security algorithms for D2D communi-

cations.

[AA17] 2017 Generally discuss

D2D communica-

tions

A detailed literature review on cen-

tralized and distributed schemes for

mode selection, interference and re-

source management, and power control

for inband D2D communications has

been provided.

[URS17] 2017 Generally discuss

D2D communica-

tions

A very short overview on the classifica-

tion of D2D communications based on

control and frequency perspective. A

brief view of D2D hypothesis and anal-

ysis techniques is also presented.

[WY17] 2017 Security in D2D

communications

The paper compares the advantages

and disadvantages of state-of-the-art

security solutions proposed in litera-

ture, according to the security archi-

tecture and requirements.



2.8. SUMMARY 33

Table 2.5: Comparison of existing surveys/reviews in D2D communications (contd...).

Citation Publication

Year

Discussed Topics Description

[GJJ17b] 2017 Green communica-

tion in cellular net-

works

In addition to other aspects discussed

in the perspective of green networking,

D2D communication has also been con-

sidered a competent technology of 5G.

A short review of some example works

to enhance energy efficiency in mecha-

nisms like mode selection, resource al-

location and interference mitigation in

D2D communications have been dis-

cussed.

[Ahm+17]2017 Resource manage-

ment in D2D com-

munications

Resource management in D2D commu-

nications has been overviewed in terms

of system performance objectives like

throughput maximization, battery life

etc. The different kinds of optimiza-

tion problems (like mixed integer lin-

ear programming, stochastic program-

ming etc.) and their solution types

(like heuristic, evolutionary etc.) to op-

timize the D2D communication perfor-

mance are also discussed.

[HKC17] 2017 Security in D2D

communications

This paper identifies and categorizes

security solutions using layer-based ap-

proach, in order to provide better un-

derstanding and design of D2D commu-

nications security.

[HAL18] 2018 Energy consump-

tion models in D2D

communications

This paper provides a brief overview

and analysis on the power consumption

models of the UEs and of the various

types of BSs (maco, pico, femto etc.) in

D2D networks. The analysis has been

carried out using LTE and WiFi radio

access technologies (RATs).
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Table 2.6: Comparison of existing surveys/reviews in D2D communications (contd...).

Citation Publication

Year

Discussed Topics Description

[Ahm+18]2018 Socially-aware D2D

communications

The paper first provides an overview on

technical challenges and applications

of D2D communications without tak-

ing into account any social connections.

The paper then exploit the online and

offline (neighbors, colleagues etc.) so-

cial connections while considering both

the selfish and the selfless users behav-

iors, and discusses in detail the techni-

cal issues and application with social-

awareness.

[Jam+18] 2018 Generally discuss

D2D communica-

tions

A comprehensive survey which pro-

vides state-of-the-art and open re-

search issues of challenges which in-

clude interference management, mode

selection, power control, mobility man-

agement, device discovery, economic

aspects, security/privacy, and the inte-

gration of D2D with 5G technologies.
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Chapter 3

The State-of-the-art Routing

Schemes for D2D Networks

The routing in D2D networks helps in establishing an efficient multi-hop communication

route between the devices or user equipment (UE) where a single-hop direct connection

is not possible. The classification of routing algorithms will help to select a routing

algorithm based on varying user and network requirements. This thesis comprehensively

discusses each routing scheme in order to have a clear understanding of the ongoing

works. For convenience, some general acronyms and their definitions along with the

acronyms of routing algorithms (topology based) used in this survey are listed in Table

3.1 and Table 3.2 respectively.

3.1 Multi-hop D2D Routing

The single-hop D2D communication limits the users to communicate with only nodes

in the proximity. Therefore, if a user wants to communicate with another user out of

its communication range, multi-hop D2D communication is the best choice. In multi-

hop D2D routing, a route has been established between two nodes which are not in the

proximity of each other. The route decision could be (a) centralized, where the route

decision would be solely taken by a centralized entity (like BS, if both the end-nodes are

under the coverage of the same BS), or (b) distributed, where the route decision could

be taken autonomously by each node while taking into account the presence of other

nodes (including the BS). Thus, the distributed routing does not face the problem of

network failure due to a single processing element (i.e. BS) failure. Lastly, the route
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Table 3.1: List of acronyms and their definitions.

Acronym Definition

3GPP Third Generation Partnership Project

ACK ACKnowledgment

AODV Adhoc On-demand Distance Vector

B-RREQ Broadcast Route REQuest

BCH Broadcast CHannel

CBR Constant Bit Rate

CCH Control CHannel

CoMP Coordinated MultiPoint

CR Cognitive Radio

D2D Device-to-Device

D2I Device-to-Infrastructure

DSR Dynamic Source Routing

DTN Delay/Disruption Tolerant Network

ESTOP Early STOP

FDD Frequency Division Duplex

I2D Infrastructure-to-Device

I2I Indoor-to-Indoor

IFOM IP Flow Mobility

I-WLAN Interworking Wireless Local Area Network

LOS Line Of Sight

LSP Link State Packet

MCN Multi-hop Cellular Network

MIP Mobile IP

NACK Negative ACKnowledgment

NLOS Non-Line Of Sight

O2I Outdoor-to-Indoor

O2O Outdoor-to-Outdoor

ODMA Opportunity Driven Multiple Access

OLSR Optimized Link State Routing

PAPR Peak-to-Average Power Ratio

PERR Path ERRor

PMIP Proxy Mobile IP

ProSe Proximity Services

PTR PoinTeR

SARC Separation ARChitecture

SIPTO Selective IP Traffic Offload

SPR Shortest Path Routing

TOF Traffic Offload Function

UE User Equipment

VC Virtual Connection

decision could also be the hybrid of centralized and distributed routing.

The state-of-the-art multi-hop D2D routing schemes have been classified into incentive-

based, security-based, content-based, location-based and flat topology-based routing.
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The flat topology-based routing schemes have been further sub-classified based on the

route discovery mechanism used, i.e., (i) reactive routing, (ii) proactive routing, and (iii)

hybrid routing (both the reactive and proactive routing operate at the same time).

Reactive routing is used in networks having low number of data transmissions or low

mobility or in networks having high node density and vice versa for proactive routing.

The hybrid routing is used in large-scale networks where proactive routing is used to

maintain neighborhood table for nodes in a zone within few hops, while reactive routing

is used to find route outside that zone.

When confidentiality, authenticity and integrity of data are of utmost concern, security-

based routing is used. If the objective is to share the frequently used data among users,

the routing scheme is called content-based routing. The routing scheme in which the

users are motivated to participate in relaying the data of other nodes by using some

incentive, is called incentive-based routing. If the incentive is the social bond between

the users, the routing is called social connection-based routing, and is considered as a

sub-class of incentive-based routing.

The complete taxonomy of all state-of-the-art multi-hop D2D and D2I/I2D routing

schemes is shown in Fig. 3.1. Each category has been numbered in order to have a quick

referral from the text. In the figure, the name of category is followed by a two-column

row, where references in the first (left) column shows the D2D routing schemes while

the second column (i.e. column on the right) shows references for the schemes proposed

for D2I/I2D routing. It is very important to note that the category numbers assignment

does not taken differently the D2D and the D2I/I2D routing schemes, therefore readers

might notice gaps in category numbers while going through only D2D routing schemes or

D2I/I2D routing schemes.

3.1.1 Incentive-based Routing

The objectives of incentive based routing is to establish end-to-end communication

among the devices by motivating the intermediate users to relay the data using dif-

ferent incentives. Social connection with other nodes is also used as a type of incentive

to motivate other nodes to relay their data, and the routing is called social connection

based routing.
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Table 3.2: Acronyms of topology based routing algorithms.

Algorithm

Acronym

Algorithm Name

ACMR Adaptive Cellular and Multi-hop Routing

ARCE Ad hoc Routing for Coverage Extension

BCR Base-Centric Routing

CAR Centralized Adaptive Routing

CBSR Cellular Based Source Routing

ContouR Contour Routing

CRL CRoss Layer routing

CRSP Combined Routing, channel Scheduling and Power control

DST Distributed Spanning Tree

ERP Efficient Routing Protocol

FPS Fixed Power Scheme

FRS Fixed Rate Scheme

HyLoMM Hybrid Location-based Multiple Metric

IAC Inhibit Access Control

IAR Interference-Aware Routing

ICR Interference-Conscious Routing

JRC Joint Routing and Channel selection

JRS Joint Routing and Scheduling

LBS-AOMDV Load Balancing-based Selective - Ad-hoc On-demand Multipath Distance Vector

routing

LDR Light Dark Routing

LoMM Location based Multiple Metric

LSSON Large Scale Self Organizing Network routing

MCN Multi-hop Cellular Network Routing

MCPR Minimum Consumed Power Routing

MMRP Multiple Metric Routing Protocol

MRC Multiple Route Coding scheme

MR-D Maximum-Rate towards Destination

MR-DA MR-D Advanced

PAC Priority Access Control

PIR Power and Interference-aware Routing

PSF Power-strength-based Selective Forwarding

RAR Resource-Aware Routing

RCIL Routing with Combined Interference and Link gain

RRR Reception Range-aware Routing

xLoMM x-hop location permissive Location based Multiple Metric
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3.1.1.1 Social connection-based routing

In social connection based routing scheme, the relay node forwards the data based on

strength of the social bond with the other nodes on the communication path. A relay

node has given the independence to decide to relay the data or not. Thus, the proba-

bility of establishing an end-to-end communication path depends upon the social ties of

intermediate relay nodes with each other. The state-of-the art schemes that uses social

connection based routing are discussed below.

A centralized social-tie based routing scheme in which the route is determined by

BS is proposed in [KNI14]. It is assumed that mobile users are connected with social

ties and the network operators can extract the social ties between the users (by using

some mobile apps, to find the contacts and activities of the user’s online social network

(OSN) accounts, e.g., Facebook, Twitter etc.). Thus, network operators can build social

network graph which is used in conjunction with network connectivity graph to find the

probability of data packet delivery under different percentages of possible D2D paths.

Although the route decision is under the control of network operators, however, the

unexpected user behavior, due to for example low remaining energy budget, makes the

end-to-end delivery uncertain. The objective is to minimize the total communication cost

(using the communication graph) while guaranteeing the delivery probability (using the

social connection graph). Results showed that for the increasing probability of delivery,

the communication cost also increases, while the percentage of D2D paths decreases.

A greedy algorithm is proposed to decrease the delay and the average-transmission

path length (APL) in terms of number of hops by introducing long-range links (LLs) for

multi-hop D2D communication networks [Zha+15b]. To reduce the computational com-

plexity, the problem has been modeled as a coalition graph game. The LLs have been

established by exploiting the social information. In social networks, community repre-

sents the group of persons having common interests. Thus, LLs have been established

between the same community, as information sharing in intra-community is frequent.

Results showed that by using LLs, the number of hops have been significantly decreased

between source and destination nodes.

A group meeting aware routing (Groups-Net) protocol for delay tolerant data like

video advertisements or non-critical application updates for multi-hop D2D networks is

proposed in [NML16]. The routing protocol is aware of the social group meetings by

using proximity traces, like classrooms, office buildings etc. Since normally the persons

are involved in some specific schedules and routines, so it is expected to have group
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meetings with regularity or predictability. The forwarding algorithm forwards the data,

if the next hop node had some meetings with the destination node in the near past. As

opposed to the normal trend, the algorithm does not require social community group

detection, and is argued to be an expensive and complex task. Results showed that

Groups-Net is a promising strategy in large scale scenarios, where it reduced the overall

network (or data) overhead.

A brief summary/comparison between the schemes proposed for social connection-

based routing is as follows. Koutsopoulos et al. [KNI14] exploit the social ties between

the mobile users to draw the social network graph. The social network graph is used

in conjunction with network connectivity graph to find the probability of data packet

delivery under different percentages of possible D2D paths. Zhao et al. [Zha+15b] groups

the social ties having common interests into the community because the information

sharing between intra-community is frequent. The long-range links have been established

between the same community, which significantly reduce the number of hops and delay.

Nunes et al. [NML16] exploit the schedules and routines of people to predict their

group meetings, and the routing using this information is named as group meeting

aware routing protocol (Group-Net). The Groups-Net is a promising strategy for delay

tolerant data in large scale scenarios, and it reduces the overall network overhead.

3.1.2 Security-based Routing

Security of data in terms of confidentiality, authenticity and integrity of data are of

critical concerns in this age of data communications.

A shortest hop based routing protocol ensuring confidentiality, authenticity and in-

tegrity is proposed in [Oth+16]. For confidentiality, each mobile station uses symmetric

cryptography and shared a secret key with neighbor mobile node. A session key is gen-

erated between the source and destination nodes so that intermediate nodes can not

intercept the data. The shared key shared between the neighbors nodes requires private

key assigned from the BS. Thus, only authenticated nodes from BS can be the next hop

node. For node anonymity, i.e. to prevent revealing the the real identity of the node,

every node generates temporary identity (ID) by themselves using the private key of the

BS. For integrity, a hash value is appended with the message, which is generated using

the shared neighbor key and also the private key of the sender node.

The route discovery processed as follows. The source node sends the RREQ packet to

each neighbor node using its temporary ID and the shared secret key with the neighbor
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node. The RREQ packet also contains the calculated hash value. Intermediate node

on receiving the RREQ, decrypts the packet and check the hash value. On successful

verification, a new hash value is generated and the RREQ is enrypted using the shared

key with the next hp node. If the contents of the message within RREQ could be

decrypted by the receiving node, then the node is the destination node. In case of

receiving multiple RREQs, RREQ with the minimum hops is selected and the route reply

is sent back to the source node. The same process of encryption using shard neighbor

key and adding hash value is used for sending the RREP packet. The simulations have

been performed on network simulator NS-2, and the results promise improve throughput

and reduced routing overhead.

3.1.3 Topology-based Routing

The state-of-the-art topology-based routing schemes for multi-hop D2D communications

have been categorized into location-based routing and flat topology-based routing, as

discussed below.

3.1.3.1 Flat topology routing

When nodes in the network do not have any specific structure, nor have any location

awareness mechanism then such arbitrary distribution of nodes is referred as flat topology

network structure, and the routing is called flat topology routing. Flat topology routing

has been divided into reactive and proactive routing, each with further sub-categories

as listed in Table 3.3, and discussed below. The Table 3.3 also lists the performance

parameters and simulation tool used in each scheme.

Reactive distributed routing In this type of routing, autonomous nodes find route

only when required. The routing protocols proposed under reactive distributed routing

are discussed as follows.

Kaufman et al. [KLA13] proposed a routing scheme which we named as power

and interference-aware routing (PIR). In this scheme, a node sends the transmit power

and interference information in the route request (RREQ) packet. The next hop node

forwards the RREQ if (a) the SINR of an active cellular link do not fall below a certain

allowed threshold value k, (b) the minimum SINR at the previous hop node could be

achieved with a given power while taking into account the interference. This ensures that

bidirectional communication is possible with the previous hop node. Destination node
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on receiving the route request packet, replies following the reverse route order to confirm

the existence of bidirectional route between the source and destination nodes. Dynamic

Source Routing (DSR) [Joh03] is used for route discovery in which nodes which are near

to the route also have the route information. This helps in easily repairing the route

with the help of these nearby routes. In case of small pathloss environment, nodes lower

their transmit power to minimize interference to BS which results in route with multiple

hops. However there are some limitations in this work. The work is limited to single

source of interference, multiple interfering nodes in case of multiple flows are not taking

into consideration. To ensure that the interference is not above the threshold value,

D2D nodes must need to coordinate either with the BS or with all other D2D nodes.

This coordination is not explicitly mentioned in this work. Since such synchronization

is usually the responsibility of BS, thus the proposed scheme would not be applicable

for nodes outside the cellular network coverage.

Proactive centralized routing In proactive centralized routing, a centralized entity

(for example BS) regularly gathers neighbor nodes information from all the network

nodes, in order to always have a complete updated network.

One of the pioneer routing scheme, which efficiently utilize the services of BS for

route decision is the multi-hop cellular network (MCN) routing [AMM01]. It is worth

mentioning here that MCN is proposed by Lin and Hsu [LH00], however the routing for

MCN is first proposed by Ananthapadmanabha et al. [AMM01]. In MCN routing, all the

nodes notify the received power (Rx) of their neighbor nodes to the base station (BS).

After collecting the neighbor information, the BS draws the network topology graph.

When a node wants to send information to another node, it sends route request packet

(RREQ) to the BS which contains the information of the destination node. BS sends

either a reply packet (RREP) containing suitable route information to the requesting

node or an error packet (RERR) if a route to the destination does not exist. Route

information is also cached by nodes for reducing the BS overhead.

However, there are some serious limitations in this approach. The route updates are

sent to the BS only when there is a considerable change in the received power (Rx) of

the neighbor node. So, if there is a bad link which fluctuates then the immediate route

updates will result in a high routing overhead which may severely degrade the network

performance. On the other hand, when the network is stable, the same route will be

used for a long time which puts burden on the specific set of nodes.

Base-centric routing (BCR) protocol which is a hybrid of demand-driven and table-
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driven routing is proposed in [HL02]. Neighbor nodes periodically exchange beacon

messages with each other. The current link state information of neighbor nodes in the

form of link state packets (LSPs) is also periodically unicast via multi-hop to the BS.

In this way, BS uses table-driven method to maintain topology information of the whole

network. Route to BS is known by the HELLO message periodically flooded by the BS.

This route is used by LSPs, BROKEN LINK error packets, and unicast path request

(U-PREQ) messages.

In BCR, the nodes use the demand-driven approach to find the route to the required

destinations. These nodes send U-PREQ to the BS, and if the route is not found, then

broadcast route request (B-RREQ) like ad hoc on-demand distance vector (AODV)

routing protocol. BS replies the complete route to the destination in the path reply

(PREP) message. Since the PREP is unicast to the source node, therefore intermediate

nodes in the path from the source node to the required destination node do not know this

path. Thus the source node send pointer (PTR) message, which contains the information

of path and hop count as received from the BS in the PREP message. This PTR message

is not used in case of B-PREQ message. If an intermediate node finds a broken next

hop link, it sends BROKEN LINK and path error (PERR) messages to the base station

and source node respectively.

The results show that BCR outperforms AODV, because path request messages are

mostly unicast to the BS only, which significantly reduces the routing overhead. Without

node mobility in the network, UDP performs better than TCP. However when mobility

is enabled, paths are frequently broken which results in data loss. Thus throughput

of UDP is lower than TCP because of not having any flow control and retransmission

mechanisms. When the node mobility is enabled and the load is light, the throughput

of AODV is higher than BCR. This is because, BS might provide disconnected path to

the nodes.

One other variant of proactive centralized routing is cellular based source routing

(CBSR) [LYC03]. In this proposal, each node periodically reports neighborhood table

to the BS. The report contains each neighbor’s load, link quality and HELLO packet

receive time. The BS keeps N ∗N matrix in which each node’s link to every other node

is maintained and includes an additional attribute of hop count in the table. The nodes

send RREQ to find the routes and the BS replies with all available routes via RREP,

or otherwise RERR in case of having no route. RERR is also sent by a node to inform

about an error in the route suggested by the BS.

In a nutshell, the three schemes for centralized proactive routing are MCN routing,
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BCR and CBSR. In all these schemes, nodes periodically share HELLO packets with

each other. In MCN, nodes notify their neighbors’ received power (Rx) to BS and

then update to BS only if there is a change in the neighbors’ Rx. In BCR, all the

nodes use their minimum power and communicate only to their neighbor nodes. Thus,

nodes communicate to the BS also via multiple hops. The results have shown that

both MCN routing and BCR can improve the network throughput in their considered

network scenarios. In CBSR, each node reports their neighbors’ load, link quality with

the neighbor nodes and receive time of HELLO packet to the BS. The results have shown

that CBSR can improve the network performance in terms of reduced delay and routing

overhead and increased packet delivery ratio.

Proactive adaptive routing Proactive adaptive routing is an adaptive routing tech-

nique that adapts between proactive centralized routing and proactive distributed rout-

ing, based on the network constraints.

In this type of routing, a routing scheme called as light dark routing (LDR) [Han+06]

is proposed that adapts to a changing network topology. It works in both centralized

and distributed modes. LDR uses the same format and operations (for example RREQ

packet format) as dynamic source routing (DSR) protocol. So in the absence of the

BS the process continues as a DSR distributed routing protocol. In LDR, each node

reports changes in the link state and traffic load to the BS which computes all routes

in the network using latency metric and informs sub-routes information to the respec-

tive relay nodes. Nodes under the coverage of the infrastructure network report any

changes directly to the BS in one hop. Nodes outside of the coverage report any consid-

erable change to the BS via multi-hop using the help of some proxy node already under

the coverage. Thus, a proxy node communicates with the out-of-the-coverage node in

distributed fashion and with the BS in centralized fashion.

Hybrid distributed routing In hybrid routing, the nodes which are within the spe-

cific hop range always communicate proactively while farther nodes always communicate

re-actively, this type of routing is also termed as zone based routing.

An adaptive cellular and multi-hop routing (ACMR) which uses zone routing tech-

nique and maintains the zone routing information based on optimized link state routing

(OLSR) is proposed in [Li+13]. In ACMR, each node proactively maintains the routing

table for p-hop neighbors using OLSR. Higher p-hop values improves network connec-

tivity and coverage, and lower p-hop values reduce the complexity of route maintenance,
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communication overhead, bandwidth consumption and energy. The value of p is not

constant and is variable with dynamic network topology. The ACMR protocol is proac-

tive (table driven based) maintaining the topology of the network within p-hops, while

reactive (on-demand) for more than p-hops. If the information about the destination is

not available in the routing table, the source node sends route request (RREQ) packet.

The RREQ packet is forwarded uptil 2 ∗ p hops. If any node has information about the

destination node, it sends route reply (RREP) packet back to the original sender, else

will forward the RREQ. If the BS receive the RREQ, it will not further forward the

RREQ and replies only if it has route information to the destination node. All nodes

that forwards RREQ but not received RREP, will discard the RREQ information after

timeout. If more than one RREPs are received by the source node, it keeps only one

RREP and discard rest others.

Simulation results showed that ACMR minimizes the time delay for data packets,

because (1) of restriction on the number of hops in ACMR (2) the load of base station is

reduced by using the nodes as relays. There are three modes of communication in ACMR,

multi-hop mode, cellular mode and hybrid mode (accessing BS through multi-hop relays).

The impact of node density (to show connectivity of the network) and the movement

speed (to show the frequency of topology changes) is evaluated for the multi-hop network.

The cellular network packet delivery is affected by traffic load and channel bandwidth

rather than the node density. Similarly cellular network has no impact of movement

speed since all the movements are within the coverage of base station to guarantee the

reliability of connection. Therefore there is no extra communication overhead in cellular

network with the increase in the node density and movement speed.

The communication overhead increases both in ACMR and OLSR with the increase in

node density, movement speed and p-hop values. In all cases the communication overhead

of ACMR is less than OLSR because of adopting zone based routing which limits the

broadcast area. When p-hops are less than equal to 2, the routing table is maintained by

just using HELLO packet while the communication overhead increases with the increase

in p-hop values. In comparison to cellular network, the extra communication overhead

to maintain proactively the topology of the network still not guarantee the up-to-date

state of the network due to high network dynamics which lead to reduction in packet

delivery. On the other hand, the spatial frequency reuse results in increasing the packet

delivery rate. Thus the overall packet delivery rate is higher than the cellular network

but fluctuating.
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3.1.3.2 Location-based routing

Location based routing protocols depends on location servers (or some other central

entity) to know the location of the destination node. The route decision is taken by

nodes autonomously using the location information (i.e. distributed routing strategy),

except in [KMD07], where the decision depends upon the BS (i.e. centralized routing

strategy). It is important to note that all state of the art location based routing protocols

are reactive in nature, apart from the fact that in real, every location based routing need

to proactively maintain the location update. Due to this regular location update, location

based routing protocols do not need entire network broadcast. It is also interesting to

note that all location based routing protocols inherently assume that a given channel

is used by only one D2D pair. This would probably be managed by location servers;

however, it is not explicitly mentioned in any state-of-the-art work. A number of location

based routing protocols are proposed, which are discussed below.

The work in [KMD07] proposed a cross layer routing (CLR) algorithm with multiple

constraints. The algorithm incorporate MAC layer’s interference levels and physical

layer’s propagation channel conditions into the routing layer’s decisions. The constraints

are categorized as node constraints and path constraints. The constraints imposed on the

selection of intermediate relay node are the sufficient neighborhood connectivity, dynamic

call dropping, interference to other nodes and cooperation. The path constraints are the

throughput and delay. All these are detailed as follows.

(i) Cooperation metric: Full cooperation is not assumed and the cooperation is

incentivized by a charging and rewarding policy. When a call initiation request is received

by BS, it uses broadcast control channel (CCH) to forward the cooperation request

which contains the incentive amount, source and destination address to the nodes. Only

interested nodes reply via CCH.

(ii) Interference metric: Interference management is done using the power control

mechanism. By knowing the distances between the source, destination and the nodes

which get interfered by the communication, it is ensured to maintain minimal interference

in the network.

(iii) Dynamic call dropping and connectivity metric: Dynamic call dropping due to

mobility of nodes or emergency call situation is incorporated, which selects a neighbor

node around the particular depleted node as relay node. The availability of an alter-

nate relay node is ensured by having sufficient number of neighbor nodes around the

depleted intermediate relay node. Thus intermediate relay node was selected if it has k
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number of neighbor nodes where k>θ(logn), where n is total number of neighbor nodes

in the network. If k<0.074(logn), it means network is asymptotically disconnected and

k>5.1774(logn) means connectivity probability is approaching one.

(iv) End-to-end throughput: End-to-end throughput is ensured by maintaining min-

imum threshold SINR at each intermediate relay. Interference at the node due to other

communications assumes Rayleigh fading, because of prevalent fading factor in cellular

networks instead of impractical commonly used distance-decay law.

(v) End-to-end delay: The transmission delay at each hop and the propagation delay

constitutes the end-to-end delay which is minimized by selecting route having minimum

number of hops.

The routing algorithm filters nodes sequentially from n nodes. Firstly set of coop-

erative nodes is constructed from n nodes. The nodes satisfying interference constraint

are further shortlisted from the set of cooperative nodes. The resulting set of nodes are

further shortlisted in terms of satisfying sufficient neighborhood connectivity, minimum

required SINR and then the delay.

Interference aware routing (IAR) which constructs route from source to destination,

using nodes on the cell edges is proposed in [YGW14], [Yua+17]. Firstly, the route

sends data towards nodes in the edge, then the data travels along the cell edge towards

the direction of destination; and then finally data is forwarded from cell edge to the

destination. Each stage of the IAR utilizes Shortest Path Routing (SPR). Therefore

routes in IAR are longer than direct shortest path, but this IAR path has overall lesser

interference. The algorithm uses the downlink band for D2D communications and the

outage probability of cellular communication due to D2D communication is also calcu-

lated. Some limitations in IAR scheme are as follows. The work assumes that it knows

the location of the cellular UEs whose spectrum are being reused by the D2D nodes

and thus avoids interference among the cellular UEs and D2D UEs. Moreover, it can be

easily seen that when the distance between the source and destination nodes is small,

the shortest path routing is better in terms of both the interference and delay.

The work in [BM15] shortlists the feasible D2D links which are reliable (by maintain-

ing minimum required SINR) and avoids harmful interference to the cellular users. The

routing algorithm considered two different scenarios, fixed rate scheme (FRS) and fixed

power scheme (FPS). In FPS, each link achieves a different rate based on the SINR at

the receiver. Thus the maximum throughput path is not necessarily the shortest path.

In FRS, a threshold SINR is maintained at each link, and the end-to-end throughput is

calculated by dividing the rate achieved at an individual link with the number of hops.
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Thus with the given SINR, the optimal path is usually the shortest path in terms of

number of hops in the fixed rate scheme. The FRS-Improved (FRS-I) is proposed in

[MGM17]. In FRS-I, the link outage is calculated by taking into account the channel

fading effect between D2D pairs; and between D2D pair and cellular network. The actual

(calculated) interference could be higher when taking channel fading into consideration.

Thus, the overall throughput increases after accounting the link outages. The fixed rate

schemes are preferred because same modulation and coding scheme can be used on all

links.

The results show that the throughput is multiple times higher than the one achieved

with one hop communications. However, it is assumed that only one D2D link could

be active under a particular frequency channel in a given area. The algorithm uses

downlink band for D2D communications and interference to cellular users is avoided by

assuming that each D2D node has complete knowledge about the location and channel

information of cellular nodes.

In Maximum-Rate towards Destination (MR-D) routing algorithm [RDS13], D2D

UEs use uplink band for communication. The interesting work in this paper is to avoid

interference without calculating the total interference impact at any node. This is be-

cause due to underlay approach, nodes farther from primary cellular nodes and Base

Station provides higher data Rate (SIR ratio) than those which are nearer. Thus just

by taking into account the Rate requirement, it avoids interference.

In downlink band, the route formed by the MR-D algorithm goes towards the cell

edge which increase hop count. MR-D advanced (MR-DA) is proposed [Du+15] to

reduce the number of hops by directing the traffic towards the next hop which is in the

direction of destination. Two set of nodes Φ1 and Φ2 are defined. Φ1 is the set of nodes

towards the direction of destination and Φ2 towards the opposite. If there is no next

hop neighbor node possible in the direction of destination i.e. if Φ1 = null then Φ2 is

used.

A heuristic routing algorithm and a channel selection strategy is proposed [JXQ15].

The algorithm uses the downlink band and assumes that every node knows the channel

and location information of every other cellular node, D2D node and BS. The algorithm

selects the optimal channel that provides the best channel gain and the minimum inter-

ference. With the given channel, the next hop node is selected based on the combination

of two weighted factors, the first is the energy efficiency of the current hop (up to the next

hop) and the second is the direct transmission rate from next hop to final destination.

The work in [CPG09] proposed location based multiple metric (LoMM) routing pro-
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tocol that guarantees packet delivery by discovering complete route from source to desti-

nation. The multiple metric weighted cost function includes the number of hops, traffic

load and energy consumption. Congestion is calculated by using delay in the reception

of periodic beacon messages, and the traffic load for bursty traffic is finally calculated

by the cumulative weight of current congestion and previous load (as opposed to de-

lay in packet reception as in CBR). The energy efficiency is maximized based on fair

distribution of energy among all nodes (instead of power control mechanisms). LoMM

by exploiting location information avoids intermediate nodes that are farther from the

destination (BS) which reduces the candidate relaying nodes. This reduces the signaling

overhead and energy consumption while increasing the application throughput. However

results showed that it is 95% less probable (comparing to ad hoc MM routing) to find a

next hop node in the direction of destination.

Hybrid LoMM (HyLoMM) is proposed in [CPG09] which is combination of LoMM

and adhoc MM routing. HyLoMM first uses LoMM routing and if the route is not found

then use the ad hoc MM routing. However HyLoMM has less application throughput.

The x-hop location permissive LoMM (xLoMM) allows x-hops that are not in the

direction towards the destination. Optimal value of x-permissive hops that reduces net-

work flooding and energy cost while maintaining end-to-end performance is investigated

in [CPG15]. It is found via simulations under a certain given scenario that with the

increase in cell radius, higher x-hop values are required. However values of x-hop above

four does not improve performance but only increase the signaling load. The xLoMM

has also been tested in three different location areas: line of sight (LOS), street (Non

LOS) and intersection . Interesting results are found in the intersection, where LOS

propagation is used with four road segments, among which two road segments progress

towards the destination. These two road segments that progress towards the destination

node, increase the route diversity and the end-to-end performance while also increasing

signaling load and energy consumption.

In the following text, a summary and/or comparison between the various strategies

which have been proposed under location-based routing is provided, in order to have

clear understandings of the importance of each strategy. In all location-based routing,

nodes depend on location servers to find the location of the destination node, thus

proactively maintains the location update. In CLR, the BS decides the route based on

multiple node and path constraints. The results have shown that CLR can improve

network performance in terms of various performance metrics. In all the location based

routing (except CLR), each node takes the route decision autonomously. The IAR



3.1. MULTI-HOP D2D ROUTING 52

constructs route using nodes near the cell edges, thus have longer routes than direct

shortest path, but have lower D2D outage probability when distance between the end-

nodes is greater than cell radius. When distance between nodes is lower than cell radius,

SPR (shortest path routing) is preferred. The FRS and FPS schemes can improve the

network throughput under fixed power or fixed rate (in terms of maintaining threshold

SINR at each link) scenario.

The MR-D scheme avoids the interference by taking into account the rate require-

ments, and thus enhanced the outage probability. The MR-DA scheme is an advanced

version of MR-D, which reduces the number hops by directing the traffic towards the

next hop node which is in the direction of destination. In joint routing and channel

selection (JRC) algorithm, after selecting a channel having minimum interference and

best channel gain, the next hop is selected based on the energy efficiency and data trans-

mission rate. In LoMM, location awareness is used by nodes to avoid intermediate nodes

that are farther away from the destination node. Thus, LoMM reduces the number of

RREQ packets (signaling overhead) which improves the application throughput. In hy-

brid LoMM (HyLoMM), if an LoMM routing fails to find a route, MM routing is used,

which improves the application packet delivery ratio (PDR). Another technique to im-

prove the PDR is x-LoMM. In xLoMM, x-hops are allowed that are not in the direction

of destination node. Although this increases the signaling overhead (in comparison to

LoMM) but it reaches almost 95% of the PDR of MM.

3.1.4 Content-based routing

Content-based routing is normally used to establish routes for sharing the frequently

used data among users, like viral videos etc. Thus the route does not depend upon

the destination node, but is established based on the contents of the information being

shared.

A group-based approach for content-based routing is proposed in [Cas+15a]. In

this approach, peer-to-peer (P2P) nodes in the network forms multiple groups. In each

group, one peer is selected as group owner (GO) after negotiation with other peer nodes

in the group. One peer is selected as a relay client, that acts a bridge between two (or

more) groups using a different MAC identity at each group. Other nodes are normal

P2P clients. After the formation of groups, nodes can share their contents with other

nodes in the network. It is assumed that each content is provided by exactly one node,

and once that node is disconnected, the content also becomes unavailable.
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The routing table that contains information about route to each content in the net-

work is called as content routing table (CRT). There are two steps to build the CRT,

content registration and content advertisement. In content registration, a client adver-

tises a new content by sending message to the GO. The GO registers the content and

replies acknowledgment (ACK) to the client. In content advertisement, GO advertises

the content internally by sending a broadcast message to all the nodes in the group so

that all the nodes update their CRT. The relay client replies with an ACK message to

the GO. In order to advertise the content to other groups, the relay client forwards the

advertisement message to the GO of other group. The GO of the other group also replied

with ACK for confirming the reception of the advertised message. It then broadcast the

message within its group and the process continues till all the groups and their nodes

update their CRT. Thus, based on the ACKs, all the GO and relay clients have con-

firmed information about the available contents. So when a node needs some contents,

it first checks its CRT and in case of no entry, send content request to its GO. Results

showed that the application layer throughput increases with the increase in offered load.

However with the increase in the number of hops, the channel contention also increases

resulting in overall decreased throughput.

3.1.5 Summary and Insights

As we know that the well-known DSR (Dynamic Source Routing) and AODV (Ad-hoc

On-demand Distance Vector routing), both are distributed reactive routing protocols,

however their route discovery process are different. Similarly, under some categories dis-

cussed above, more than one routing protocols are found in literature which differs based

on their (i) route discovery process, and/or (ii) routing metric, and/or (iii) objective or

network performance criteria. Therefore, a summary and/or comparison between the

various strategies which have been proposed under the same category is provided (at the

end of each category), in order to have clear understandings of the importance of each

strategy.

There are some schemes proposed for communication among users in vehicles. As

an example, consider a cluster-based routing scheme proposed for multi-hop D2D com-

munication in vehicular network in [Rie17]. With BS assistance, the clustering based on

communication range and mobility (CCRM) is used to simplify the network topology,

by dividing the large scale network into clusters of different connecting probabilities,

movement direction and speed. A node that can maintain for long duration; the high-
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est number of connection with other nodes is selected as cluster head. The routing is

then used to enable multi-hop communication within clusters, between inter-connected

clusters and among the isolated clusters. It has been noticed that the network topology

for vehicular routing is quite different from normal D2D network topology, therefore we

neither cite nor discuss any other routing protocol for vehicle-to-vehicle (V2V) commu-

nication.

It is very interesting to note that all the muti-hop D2D routing schemes use only

D2D relays for communications as shown in Table 3.4. For further readings, it would

be interesting to go through the diverse types of spectrum used by the multi-hop D2D

routing schemes as shown in Table 3.5.

3.2 Multi-hop D2I/I2D Routing

In multi-hop D2D routing, the route is established between the two user end-nodes, while

in multi-hop D2I/I2D routing, multi-hop route is established between the node and the

network service entity, i.e. BS. The BS serves as a common source in the downlink

and common destination in the uplink communications. The BS periodically broadcasts

the pilot signals which is received by all the nodes in the network. The received signal

strength (RSS) of the pilot signal is used in most of the schemes as link cost with the

BS, which is used for routing decision. Thus due to the assistance from BS in form of

pilot signals for link cost calculation, this type of routing is more information-rich which

is major difference from the multi-hop D2D routing [CC06].

In multi-hop D2I/I2D routing, a node can not only communicate with its own BS,

but can also communicate with other BSs using relay nodes. This results in further load

balancing, as nodes are no longer restricted to single cell only [Ima+06]. This type of

routing has been further extended by relay nodes to forward the data of other nodes

beyond the service area [CJB04].

The state-of-the-art multi-hop D2I/I2D routing schemes have been broadly classified

(based on their objectives) into source selection based, content-based and topology based

(reactive, proactive and tree-based) routing schemes. The source selection-based routing

scheme is used when it is required to select a source node, from which the cellular

resources can be snatched in order to allocate them to the new user request. The source

node can then communicate via multi-hop to another BS as suggested by the current

BS. This is to balance the load among multiple BSs and is done only if a multi-hop route

is possible. Content-based routing is used to establish routes for sharing the frequently
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Table 3.4: Type of relays used in topology based routing algorithms

Network Algorithm

Topology Relay type

Flat Location based Tree based D2D Relay
Network Relay

Mobile Fixed

D2D

PIR [KLA13] 3 3

MCN [AMM01] 3 3

BCR [HL02] 3 3

CBSR [LYC03] 3 3

LDR [Han+06] 3 3

ACMR [Li+13] 3 3

CRL [KMD07] 3 3

IAR [YGW14], [Yua+17] 3 3

FRS [BM15] 3 3

FPS [BM15] 3 3

MR-D [RDS13] 3 3

MR-DA [Du+15] 3 3

JRC [JXQ15] 3 3

LoMM [CPG09] 3 3

HyLoMM [CPG09] 3 3

xLoMM [CPG15] 3 3

D2I/I2D

PAC [CC06] 3 3

IAC [CC06] 3 3

PSF [CH07], [CHL10] 3 3

RCIL [MA09] 3 3

ERP [LS08] 3 3

ContouR [KH12] 3 3

RRR [AH+04] 3 3

MRC [Ima+06] 3 3

LSSON [WL07] 3 3

JRS [LL06] 3 3

Ad-hoc

RAR [PJ07] 3 3 3

MCPR [LCC04] 3 3 3

MMRP [Cao+08] 3 3

LBS-AOMDV [TK14a] 3 3

CRSP [SJZJ02] 3 3

ARCE [GL04] 3 3

DST [IC04], [ICNR05] 3 3

used data among users.

Depending upon the network structure, topology based routing has been categorized

into hierarchical routing and flat topology routing. The hierarchical (or tree-based) rout-
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Table 3.5: Spectrum type used in topology based routing algorithms

Network Routing Algorithm

Type of Spectrum

Outband

Inband

Overlay Underlay

Downlink Uplink

D2D

PIR [KLA13] 3

MCN [AMM01] 3

BCR [HL02] 3

CBSR [LYC03] 3

LDR [Han+06] 3

ACMR [Li+13] 3

CRL [KMD07] 3 3

IAR [YGW14], [Yua+17] 3

FRS [BM15] 3

FPS [BM15] 3

MR-D [RDS13] 3

MR-DA [Du+15] 3

JRC [JXQ15] 3

LoMM [CPG09] 3 3

HyLoMM [CPG09] 3 3

xLoMM [CPG15] 3 3

D2I/I2D

PAC & IAC [CC06] 3 3

PSF [CH07], [CHL10] 3

RCIL [MA09] 3

ERP [LS08] 3

ContouR [KH12] 3 3

RRR [AH+04] 3

MRC [Ima+06] 3

LSSON [WL07] 3

JRS [LL06] 3

Ad-hoc

RAR [PJ07] 3

MCPR [LCC04] 3

MMRP [Cao+08] 3

LBS-AOMDV [TK14a] 3

CRSP [SJZJ02] 3

ARCE [GL04] 3 3

DST [IC04], [ICNR05] 3

ing scheme can be used only in the presence of a central control entity. The flat topology
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based routing schemes have been further classified into two sub-categories: reactive rout-

ing and proactive routing. In proactive BS-assisted routing, nodes periodically update

routing table, usually for delay sensitive or real-time applications. The objective is to

instantly provide a multi-hop route with better BS channel capacity from node to the

BS, when BS is overloaded or when the channel quality (or capacity) with BS is not

good. In reactive BS-assisted routing, nodes find the route on-demand, by using their

local (from neighbors) and global (pilot signal from BS) information. The tree-based

routing is used when wireless network scalability is of major concern. All the schemes

under each category use BS-assistance for their route decision.

The complete taxonomy of state-of-the-art multi-hop D2I/I2D routing schemes is

shown in Fig. 3.1 and explained in the subsequent subsections. In Fig. 3.1, each

category of D2I/I2D routing has been numbered in order to have a quick referral from

the following text explanations. The category numbers assignment does not uniquely

distinguish between D2I/I2D and D2D, and therefore the readers would notice gaps in

the category numbers for only D2I/I2D routing.

3.2.1 Source Selection-based Routing

In source selection based routing, fixed relay nodes are used by the network operators

to divert the traffic from the high loaded BS to a low loaded BS. When there is a high

traffic load and BSs have no additional cellular resources to fulfill new resource requests,

then in case of a new resource request from a node, BS updates its table listing the relay

stations and their neighborhood mobile nodes with their bandwidth status. The source

selection procedure (SSP) is then applied to find a node which can release the available

cellular resources and switch to ad hoc mode using the relay stations (or called the traffic

diversion stations or TDSs).

Three algorithms have been proposed for source selection procedures (SSPs) for the

routing protocols in ICNs [WYS08]. The first SSP (SSP1) selects the node which has

highest number of neighbor TDSs. However in such case, a node with highest number of

neighbor TDSs is always selected which results in congestion. The second SSP (SSP2)

selects node with the highest available average bandwidth of the neighborhood TDSs.

Thus SSP2 can avoid blocking some specific nodes. However the request rejection rate

(RRR) of SSP2 would be higher than SSP1 since some specific TDS could be favored

due to its positioning among the available TDSs of the selected node.

The third SSP (SSP3) combines SSP1 and SSP2 and thus a lower RRR could be
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achieved than SSP1 and SSP2. To simplify the working of SSP3, the BS sorts the table

according to the number of TDSs and the available free bandwidth. Thus node with

highest number of TDSs and with highest available free bandwidth is simply selected.

Location aware SSP (SSP-LA) further extends SSP3 and keeps track of the mobility of

the mobile nodes and select the node which has the highest possibility of moving out

of the home cell. The selected node is referred as the pseudo-source node or simply the

source node and it could also be the same original source node which request the new

cellular resources. Conclusively BS can use any proposed SSP algorithm depending on

the number and bandwidth of TDSs to efficiently discover the relaying routes.

The SSPs are proposed for the voice calling traffic which has fixed bandwidth re-

quirements, however the algorithm can also be used for data traffic by considering the

required bandwidth for the data transmission with the available free bandwidth.

3.2.2 Topology-based Routing

Most of the routing protocols have been proposed based on the particular topology of

the network. In general, there are three major categories of topology based routing

protocols, which are hierarchical routing, location based routing and flat topology based

routing protocols. However, for multi-hop D2I/I2D communications, state-of-the-art

schemes have been categorized into hierarchical routing and flat topology based routing.

The categorization of all the state-of-the-art topology-based multi-hop D2I/I2D rout-

ing schemes with their performance parameters and simulation tool used are listed in

Table 3.6, and discussed below.

3.2.2.1 Flat topology routing

When nodes in the network do not have any specific structure like tree or cluster, nor have

any location awareness mechanism then such arbitrary distribution of nodes is referred

as flat topology network structure, and the routing is called flat topology routing. As like

normal wireless network, routing protocols in multi-hop cellular network are categorized

as reactive routing and proactive routing. All the reactive and proactive routing schemes

for multihop D2I/I2D communication are BS-assisted in nature.

Reactive BS-assisted routing When the route is updated only when required, such

routing is called reactive routing. In reactive BS-assisted routing, when required, a node

finds the route towards the destination while also using the global information provided
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by the BS. A number of schemes are proposed under this category, which are discussed

in detail below.

A fast and reliable route discovery solution considering mobility of nodes is proposed

in [CC06]. The work finds the next hop node among the neighbor nodes while minimizing

route setup delay and flooding of control messages required for the route discovery. The

pilot signal is periodically broadcast by the BS, and the received power of this signal

(PLBS) is used as a link cost by all the nodes in the network. Therefore the neighbor

node having the minimum total path loss (from mobile node to neighbor node (PL1)

and from neighbor node to BS (PL2)) is selected as the next hop node.

The three schemes, inhibit access control (IAC), priority access control (PAC) and

hybrid of IAC and PAC are proposed in [CC06]. In IAC, the node sends RREQ with

its measured PLBS . Only those neighbor nodes having their measured power path loss

from BS (PL2) less than PLBS reply with RREP after random backoff. This reduction

in number of RREPs reduces collision of RREP messages and the route discovery time.

This reduction is quite significant when the user density is high. The routing overhead

in terms of number of RREPs is also reduced. In case of collision, RREPs are retrans-

mitted according to classical exponential backoff algorithm. The work argues that the

conventional schemes have more number of RREPs and thus more collisions with the

increase in number of users which results in longer route discovery time.

In PAC, the priority is decided only on the base of the link cost between mobile node

and neighbor node. Therefore the lesser the PL1, the faster is the RREP sent by the

neighbor node. When enough high priority RREPs are received, source node prevents

further RREPs by sending an early stop (ESTOP) message. The time of sending ESTOP

message depends on the relative density of users and is assumed one fourth the average

number of neighbor nodes for the simulations. Thus PAC reduces the route discovery

time by sending an early ESTOP. This reduction is quite significant when the user

density is high, because more number of neighbor nodes would have better link quality.

However, in PAC the number of RREP collisions are higher due to absence of inhibit

access control. Since the link cost PLBS is not required in PAC, therefore PAC can be

applicable to simple ad hoc networks.

In hybrid scheme, the two schemes work in conjunction and the priority is calculated

by the multiplication of two path loss costs PLBS (i.e. PL2 < PLBS) and PL1 (lower

path loss has higher priority). In all schemes, neighbor nodes reply with PL1, and the

node having minimum total path loss PL1 and PL2 is selected as next hop.

All the proposed schemes perform cross layer design taking into account physical
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layer, MAC layer and network layers. In the physical layer, the received signal strength

is used to compute the path loss costs. The processes of inhibit access control (IAC) and

priority access control (PAC) to reduce the number of collisions and make the discovery

process faster is performed at the MAC layer. The network layer selects the appropriate

next hop and the appropriate time to send ESTOP based on the information received

from lower layers. Conclusively, IAC scheme finds the most reliable path and hybrid

scheme finds the shortest discovery time. However, all the proposed schemes are limited

to two hop paths only. In case of more than 2 hops, end-end route is not guaranteed.

Furthermore in PAC, neighbor nodes nearer to the mobile nodes have lower path loss,

and selecting such node results in higher number of total hops.

A power-strength-based selective forwarding (PSF) mechanism to efficiently flood

route requests (RREQs) during the route discovery process, is proposed in [CH07;

CHL10]. Each node uses received power strength of BS, to decide to be act as relay

or not. This helps in reducing the signal overhead and interference during the route

discovery process. The power threshold to ensure minimum connectivity probability is

solved analytically. A detailed description of the complete PSF mechanism is as follows.

The BS periodically sends cell access parameters on the broadcast channel (BCH). The

sending UE calculates the distance (d) with the BS using Friis free space formula by

using the average received power and the transmit power of BS.

For establishing multi-hop route, the signaling overhead by the mobile nodes in-

duces interference among the nodes. The effect is negligible in mobile adhoc networks

(MANETs) but is nontrivial in the multi-hop cellular D2D networks due to high trans-

mission power of the cellular nodes. This consumes network resources and drains the

battery of the standby nodes. Thus design of a routing algorithm with low signal over-

head is crucial. Therefore, value for the maximum number of hops (Nopt) is specified

to limit the RREQ flooding. The value of Nopt depends on the maximum allowed in-

terference, permissible end-to-end delay requirement or in other words the maximum

route discovery time. Each hop distance (dopt) based on the Nopt relay UEs would be

dopt = d/(Nopt + 1). The connectivity probability at each hop (Ps) must be greater than

threshold probability (Ps,min) and is set by the network operator and it depends on

Nopt, the transmission radius (R) of RREQ and the UE density (m/A), where m is the

number of UEs in the cell under investigation and A is the cell area. This hop limiting

routing is known as power efficient routing (PER) in literature.

The signaling overhead is further reduced by the proposed power-strength-based

selective forwarding (PSF), by selecting only those candidate UEs located between the
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distance r (dopt - ∆d) and R (dopt + ∆d). This is the overlapping shaded area bounded

by the two transmission circles of the UE and BS. The value of ∆d is calculated by BS

from given values (Ps,Nopt, A,m) and the distance d reported by the sending UE, which

determine the transmission power of each RREQ (PRREQ). The BS informs the value of

PRREQ to all the UEs. The value of ∆d is highly dependent on UE-density and it affects

the connectivity probability Ps. The higher values for ∆d may increase the number of

forwarding participants (Backer UEs) as well as the radio interference, while smaller

values result in lower connectivity probability which could results in unsuccessful route

discovery. An analytical model is proposed to find the optimal value of ∆d. Finally,

only those UEs which are within the specified distances will forward the RREQ packet.

However exact location estimation by the UEs is not easy, hence two approaches

are proposed to implement the concept. In the first approach, the UE will forward

the RREQ if the received power from the previous node is greater than Pr and less

than PR. But in this approach, a high number of RREQs are possible, since it could

not specify any overlapping area with the UE after next. In second approach, the UE

calculates its position based on the distance from the sending UE and the BS. The

distances are calculated from their respective received powers. However this approach

requires the sending UE to also broadcast its beacon signal for distance calculation by

the intermediate UEs. The results show that the signaling overhead in terms of number

of RREQs is considerably reduced while ensuring minimum connectivity probability.

However mobility of nodes is not considered in this work. The proposed solution involves

high number of computations which further limits its scalability.

Contour routing protocol uses received signal strength indicator (RSSI) as a measure

of location prediction to communicate with the BS. Due to fluctuations in the RSSI, the

location of a static destination node (BS) could be predicted within a donut-shaped re-

gion [KH12]. The algorithm neither uses GPS nor cellular triangulation for locating the

node. GPS consumes a lot of power and is inaccurate in indoor environment. Cellular

triangulation requires complicated synchronization among the BSs and is usually less

accurate. The source node knows its own RSSI and the RSSI of destination node and

thus the data packet proceeds towards the destination node in multi-hop using WiFi, by

selecting next hop node having higher RSSI than the current node. Thus, the routing al-

gorithm relieves the BS from the high traffic load. However the multi-hop communication

is not suitable for delay sensitive data and for such application cellular communication

is the only choice. A single copy of message is relayed hop by hop until it reaches the

vicinity of destination node wherein multiple copies of a message is forwarded using
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limited flooding. This flooding is because of the fact that we cannot pinpoint the loca-

tion of destination node using the RSSI, however a circular region with possible location

could be identified. By controlling the contour region, the time instant to change single

copy to multiple copy relaying could be adjusted. Results showed similar performance

to flooding with reduced traffic overhead with the proposed routing algorithm.

The work in [MA09] proposed routing metrics and route discovery mechanism for

communications with the BS using uplink band. Four routing metrics are compared

to determine the one with the best throughput under varying number of users in a

cell. Routing with shortest distance (RSD), routing with minimum interference (RMI),

routing with best link gain (RBL) and routing with combined interference and link gain

(RCIL). The cell is divided into three concentric disks numbered from 0 to 2. Nodes

within the disk 0 could communicate directly with BS. The nodes in disk 1 and 2 could

communicate with the BS with the help of nodes in inner disks. In the route discovery

mechanism, only those nodes having higher link gain reply to the route request. It is

found via simulation that the routing metric RCIL performs the best among all the four

metrics. This is because, the RCIL is the combination of two other routing metrics RMI

and RBL, wherein node having the best link and have minimum interference over the

other nodes is preferred.

To sum up, the four main algorithms proposed under this category are Hybrid

PAC/IAC, PSF, Contour and RCIL algorithms. In hybrid PAC/IAC, a node selects

the next hop node having the minimum total path loss (i) from current node to next

hop node and (ii) from next hop node to BS. In PSF, two-hop communication is as-

sumed, and only those nodes participate in route discovery which are in between the UE

and BS. PSF further shortlists the candidate next hop nodes by selecting only those UEs

which locate between the distance (dopt - ∆d) and (dopt + ∆d). This is the overlapping

shaded area bounded by the two transmission circles of UE and BS. The values of the

hop distance (dopt) and ∆d are calculated by BS from the given values of distance with

the BS (d), maximum number of hops (Nopt), connectivity probability (Ps), cell area

(A) and number of UEs in the cell under investigation (m). Both hybrid PAC/IAC and

PSF are proposed to reduce the signaling (or routing) overhead, which also reduce the

average route discovery time.

In Contour routing, a single copy of message is relayed hop by hop until it reaches

the vicinity of BS wherein multiple copies of message is forwarded using limited flooding.

It is assumed that due to the fluctuations in RSSI, the exact location of the BS could

not be identified and could be predicted within a donut-shaped (contour) region. By
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controlling the contour region, the time instant to change single copy to multiple copies

could be adjusted. Thus contour routing reduces the burden over the BS by using multi-

hop communication for delay tolerant traffic. In RCIL, the routing metric selects the

route having the best link gain and having the minimum interference with the objective

to get the best throughput under varying number of users in the cell.

Proactive BS-assisted routing When the route decision is made by each node in-

dividually however the central entity helps in providing some global information, the

routing is said to be the BS-assisted routing. In proactive BS-assisted routing, nodes

periodically update routes based on the their local observations as well as the global

information provided by the centralized entity.

An Efficient routing protocol (ERP) for reliable communication with the BS is pro-

posed in [LS08]. In ERP, if the channel quality (measured in terms of channel capacity)

of a node with the BS is not good or the BS is overloaded, then the node chooses a

relay node with a better BS channel capacity to forward data to the BS. A node first

selects the neighbor nodes having sufficient buffer capacity, it then selects node having

the highest channel capacity. For every data packet, the status of neighbor nodes is

checked and the best next-hop node is selected, according to the adaptive routing algo-

rithm. In the route/neighbor discovery process, BSs send beacon message periodically,

which are used by nodes to determine the channel capacity with the BSs. The nodes

also periodically broadcast HELLO message to neighbors to inform about their presence

and the information about the BS channel capacity is also piggybacked in it. Due to

piggybacking, no extra routing overhead incurred to inform about channel status in this

discovery process.

Results showed that ERP can achieve higher throughput than AODV. This is be-

cause in AODV, all nodes use shorter hops paths which results in congestion and thus

have more packet drops. While longer paths have more probability of link breakage due

to nodes mobility, thus higher packet drops and overall less network throughput. While

in ERP, always the next higher capacity relay node is chosen or otherwise is sent directly

to BS, therefore have overall good network throughput. With respect to routing over-

head, AODV routing overhead is significant with the increase in number of nodes which

result in high congestion, while ERP does not have any significant overhead because of

its simple neighbor discovery process. However ERP has been limited to two hops only

in the simulation.
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Table 3.6: Comparison of topology based multi-hop D2I/I2D routing algorithms

Topology

structure

Proactive

/ Reactive

Distributed /

Centralized /

BS-assisted

D2D Routing

Algorithms

Performance parame-

ters

Simulation

Tool

Flat
Reactive BS-assist

PAC & IAC

[CC06]

Average route discov-

ery time, Average total

received power

-

PSF [CH07],

[CHL10]

Successful connectivity

probability, Total num-

ber of RREQs, Total

transmission power re-

quired for RREQs

NS-2

ContouR

[KH12]

Average delay time,

Traffic overhead, De-

livery ratio

ONE

RCIL [MA09] Throughput -

Proactive BS-assist ERP [LS08] Throughput, Routing

overhead rate

NS-2

Tree based Proactive Centralized

RRR [AH+04] Throughput Numerical

results

MRC [Ima+06] Number of control

packets, Average

packet error rate

-

LSSON [WL07] Average hop count -

JRS [LL06] Percentage of traffic as-

signed to each cell (for

load balancing)

MATLAB

3.2.2.2 Hierarchical routing

Hierarchical routing is the mostly widely used technique in the communication networks.

Nearly all the existing wired networks use hierarchy in the form of ’network’, ’subnet’

and ’sub-subnet’. Using this hierarchy, routing in the internet use inter-domain routing,

to forward the traffic based on only the ’network’ address. After reaching the destina-

tion network, the intra-domain routing is used to forward the traffic to the destination

node using the ’subnet’ and ’sub-subnet’ addresses. Thus, routing tables in hierarchical

routing are summarized, since routing table entry for the ’network’ is suffice for all the

’subnets’ and ’sub-subnets’ in the network.

However, in wireless networks, where most of the wireless nodes have limited amount
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of battery, maintaining wireless network hierarchy is quite energy-consuming. Anyhow,

due to the appealing benefits of hierarchical networks, the wireless networks have two

possible types of network hierarchy, which are ’clusters’ and ’trees’. Accordingly, the

hierarchical routing has also two types; the cluster based routing and the tree based

routing. It is interestingly found that all the proposed hierarchical routing schemes for

multi-hop cellular networks are the tree based routing.

In a tree-based routing scheme, the BS or the mobile switching center (MSC) acts as

a root of the tree and manages the tree structure. In some works, BS acts as a simple

destination node and the hierarchy is constructed by the mobile nodes in the network.

The tree-based routing is preferred when network scalability is of major concern. The

tree-based communication is worst if source and destination nodes are close to each

other. All state-of-the-art tree-based routing protocols are proactive, since BS needs to

regularly update the tree structure. The detailed description of these existing tree based

routing schemes are as follows.

Andrew et al. [AH+04] investigate the effects of the traffic load or the intensity

of nodes on the reception range of the nodes. It is found that with the increase in

traffic intensity, the interference also increases which results in reduced reception range

of the nodes and thus finally increase in the number of hops between the source and the

destination nodes. The reception range of the BS is comparatively larger and is also

affected by the traffic load however the effect is not such adverse as on the mobile nodes.

The routing algorithm grows a tree initiating from the BS. The nodes are added with

the increasing distance with the BS. The selection of relay requires that (in decreasing

priority) (a) reception range distance is less than the maximum threshold distance (b)

load is balanced (c) number of hops are minimized. The average throughput for each

node is calculated based on the successful probability of transmission. The successful

transmission requires that (a) a node transmit its own data with probability p0, (b) the

next hop node j is not transmitting with probability 1 − pt(j) and (c) the interference

at the next hop node (receiver) is low enough to meet the required SINR threshold with

the probability ps(j). Assuming all events to be independent, the user i′s throughput is

calculated as u(i) = p0(1−Pt(j))ps(j). However the work only considers a unidirectional

traffic from mobile nodes to a single BS only, using uplink band with no fading or power

adjustments.

The work in [Ima+06] proposed routing scheme for multiple route coding. The

routing scheme consists of two phases. In proactive phase, routes between BS and relay

nodes are proactively established and updated periodically. BS sends reference packets
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which is forwarded by the relay nodes until the maximum number of hops is reached.

The maximum hop limit is defined which reduces the number of control packets. In this

way, multiple trees rooted at the BSs are constructed by the relay nodes. Multiple trees

increase the possibility of disjoint routes. In reactive phase, a user node establish route

to the BSs on demand, when data transmission is required. The RREQ packets are

generated by the mobile nodes which are forwarded until the BSs. The BSs replies with

routes which are mutually disjoint that is each route does not share the relay nodes. This

reactive approach further reduces the number of control packets. Results have shown

the decrease in number of control packets and also reduce average packet error rate.

However some limitations in the proposed scheme are as follows. The scheme assumes

that dedicated relay nodes are used which forwards the data of only one source node at

a time. Moreover, the work is limited to uplink transmissions only.

The Large Scale Self Organizing Network (LSSON) routing scheme that scales to

large areas keeping relatively constant user density is proposed in [WL07]. The rout-

ing scheme constructs trees which are rooted and maintained by the BSs. Each node

maintains a parent node for each tree. Cluster is finally formed by joining a cell with

its 6 neighboring cells in hexagonal structure. Such clusters are maintained by roots by

periodic updates from the nodes.

The hierarchical proactive routing scheme is employed with two tiers, the intra cluster

routing and the inter cluster routing. The intra cluster or local routing is used when the

message reaches in the cluster/cell which contains the destination node. The message

is forwarded upstream to the BS via multi-hop, and then the BS finally broadcast the

message directly to the destination node in one hop. The downstream message could

be more than one hops if the destination node is out of the BS communication range.

The inter cluster routing is used to forward the message between the cells (clusters).

The message is placed on the tree of the next hop cell towards the destination node.

When the message reaches the cluster which contains the destination node then the

intra-cluster routing is continued ahead. Farthest neighbor node is selected for message

forwarding in case of more than one available neighbor nodes towards the destination.

Nevertheless, this work uses strategic placement of fixed relay nodes, relieving mobile

nodes from the routing overhead. Geographic location of BSs and destination node is

also required to be known for the routing process. Stationary nodes are considered in

the simulation. It saves cellular resources only in the upstream communication, since

downstream communication is still carried out in classical one hop manner. Furthermore,

it can be seen that the communication is worst if the source and destination nodes are
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very close to each other.

A joint routing and scheduling algorithm is proposed in [LL06]. The algorithm

behaves differently both the for the uplink and the downlink transmissions. For uplink

transmission, strategically placed static relay nodes (or routing nodes or RNs) runs the

algorithm in a distributed manner. For downlink transmission, the algorithm works in

a centralized manner, being used by the mobile switching center (MSC). The routing

algorithm balances the traffic load among the bottleneck BSs (similar to balancing the

load among intermediate nodes in the ad hoc network). Spanning tree rooted at the

BS is used as routing topology based on the distance vector technique. Spanning tree is

referred as layer and the number of layers equal to the number of BSs. Each non-root

node maintains information about all available layers for routing purpose. Each layer

table entry contains that layer ID, parent ID and its depth. A level-d node in the layer

hierarchy has a depth d and is d nodes (hops) away from the root. Each RN periodically

broadcast control packet so that the neighbor nodes updates its existence. When a new

RN is added into the network, it finds neighbor nodes with smallest depth for each

available layer. The new RN sets the neighbor node as the parent node and sets its

depth to be the one plus the depth of the parent node in its layer table. When the load

on an RN is high, it broadcast the depth of the layer to be infinite to behave like a leaf

node, in order to avoid any further relaying packets.

For an upstream data packet the source node sends the data packet to any nearby

RN and then the RN selects the layer according to the layer scheduling algorithm.

In downstream transmission the MSC selects the serving RN and corresponding layer

(means a BS) according to the layer scheduling algorithm. The intermediate RNs cannot

change the serving RN and other header fields of the data packet. Each intermediate RN

will forward the data packet only if it receives from its parent and the destination is one

of its descendants RN in the respective layer. The MSC collects the load information of

each layer from the respected BS, and then informs about the updated load status to

all the BSs. The BS forwards to the RNs not only its load information but also of other

layers being serviced by the MSC. This load information is the available channel capacity

for a layer (BS). This information is used by the RNs to make layer scheduling decision.

It is noted that if the available channel (overlay) capacity and packet size is same for all

BSs (layers) then the round robin is the best scheduling algorithm however such setup

is not used in real practice. The simulation results showed that the proposed numerical

scheduling algorithm is suitable for heterogeneous networks as the algorithm performs

well and the performance variation effect is unnoticeable under drastic changing traffic
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load.

To summarize, the four algorithms proposed under this category are RRR, MRC, JRS

and LSSON. The RRR algorithm uses mobile nodes as the relay nodes, while MRC, JRS

and LSSON use operator installed fixed relay nodes for their route decisions. The RRR

routing investigates the effects of the traffic load on the reception range of the nodes. By

utilizing the fixed relay nodes, cellular resources are saved in upstream communications

in LSSON, the number of control packets and average packet error rate are reduced in

MRC, and a stable algorithm that performs well, and the performance variation effect

is unnoticeable under drastic changing traffic load, is proposed in JRS.

3.2.3 Content-based Routing

Content-based routing is normally used to establish routes for sharing the frequently used

data among users, like viral videos etc. The BSs act as the file servers and multi-hop

route are established to share the frequently used files among users.

The three different versions of content-based routing are proposed in [Du+14], D2D

routing without peer-to-peer (P2P) share, D2D routing with direct P2P share (R-DPS)

and D2D routing with coverage-based P2P share (R-CPS). In these routing, D2D nodes

which download data from the file servers are called as subscribers. In order to increase

average download rate and average throughput, it is desired that the subscriber nodes

that download similar contents, share their data during transmissions. Such subscriber

nodes are called as peer D2D subscribers.

In the first routing scheme i.e. D2D routing without P2P share, shortest hop route

from each server to subscriber is established, regardless of sharing the same contents with

different subscribers. In the second routing scheme i.e. the R-DPS scheme, the route

formed by the first scheme is extended in order to share the contents of a subscriber with

other subscribers. The extended route is used only if the number of hops ’from current

subscriber to another subscriber’ is less than the original number of hops ’from the other

subscriber to its server’. This improves the overall network throughput by sharing the

data packet with its peer. In the third routing scheme i.e. the R-CPS scheme, the

broadcast nature of wireless nodes is used to make a route that cover all the subscribers.

The neighbor nodes of a subscriber are the candidate nodes to search for route to other

subscribers. If any such route is found, and the number of hops ’from the candidate node

to the new subscriber’ is less than the original number of hops ’from the new subscriber

to its server’, then this new route is used. It is important to note that (1) this new route
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do not pass through the subscriber node, as in R-DPS scheme, and (2) both subscribers

receive data from the same server, which improve the average download rate.

The processes defined above for R-DPS and R-CPS schemes are repeated for every

other subscriber to find the best optimum routes. In all these schemes, the cellular user

spectrum that keeps interference to other users under a tolerable level is used.

3.2.4 Summary and Insights

In all state-of-the-art multi-hop D2I/I2D routing schemes, network relays are used to

establish multi-hop routes as shown in Table 3.4, and thus the routing is also regarded as

network relay routing. The fixed network relays are used only in tree-based routing, while

the mobile network relays are used in all reactive and proactive BS-assisted routing. As

an exception, a tree based routing scheme named ’reception range aware routing (RRR)’

also uses mobile network relays for route decision. All the topology based (reactive,

proactive and tree-based) routing schemes work in underlay mode and utilize uplink

band for multihop D2I/I2D communication, except in JRS (a tree-based routing scheme)

which uses overlay mode for communications. Such classification of routing algorithms

based on the type of relay and spectrum used, will help to quickly select a routing

algorithm as per the network model requirement. It is interesting to note that no scheme

is proposed for finding an optimal route from BS to UE in underlay mode. Therefore,

schemes for efficient delivery of data from BS to UE(s) in underlay mode should be

explored.

3.3 Ad-hoc routing protocols for D2D networks

When the cellular network services are either partially or totally unavailable in case

of natural disasters (floods, earthquakes etc.), or when the network is overloaded or

damaged in case of human-made disasters (fires, accidents, terrorist attacks etc.), or

when the user is out of coverage or in dead-spot area, then the ad-hoc routing would

be the only choice for multi-hop D2D communications. In case the user is inside the

network coverage, and the routing decision does not take the advantage of the presence

of centralized control entity, nor care for BS or any other on-going user transmissions,

then such routing is also purely ad-hoc routing.

All the state-of-the-art ad-hoc routing protocols for D2D networks are distributed

in nature, and can be classified as: incentive (or profit)-based, multipath coding-based,
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Figure 3.2: Taxonomy of state-of-the-art ad-hoc routing schemes for D2D networks.

security-based, QoS-based, tree-based, reactive and proactive routing.

The routing scheme in which the users are motivated to participate in relaying the

data of other nodes by using some incentive (or profit), is called incentive (or profit)-

based routing. When quality of service (QoS) cannot be compromised, for example

in live video streaming, the routing scheme is called QoS-based routing. When data

confidentiality is of utmost concern, the routing scheme is called security-based routing.

If each node decide to participate or not in relaying the data based on its capabilities,

the routing is called device-aware routing. For large size networks, tree-based routing

is preferred. The reactive distributed routing is the most widely used routing type.

In reactive distributed routing, routes are discovered only when required, which saves

precious resources from unnecessary periodic route updates. The proactive distributed

routing is used for delay-sensitive applications and updates routing table regularly in

order to instantly provide the route when required without any delay.

A number of ad-hoc routing protocols have been proposed for D2D networks in

literature. These routing protocols have been classified as shown in Fig. 3.2 and discussed

in detail below. The performance parameters and the simulation tools used in the

respective routing schemes are listed in Table 3.7.
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Table 3.7: Comparison of ad-hoc topology based routing algorithms for D2D networks

Topology

structure

Proactive

/ Reactive

Centralized /

BS-assisted /

Distributed

D2D Routing

Algorithms

Performance parame-

ters

Simulation

Tool

Flat

Reactive Distributed

LBS-AOMDV

[TK14a]

Bandwidth consump-

tion, Hop Count,

Number of RREQs

MATLAB

RAR [PJ07] - -

MCPR

[LCC04]

Average total con-

sumed power, Average

success rate, Average

number of hops per

path

Numerical

results

MMRP

[Cao+08]

Delivery ratio, End-

to-end delay, Routing

overhead, Remaining

energy capacity

NS-2

Proactive Distributed
CRSP [SJZJ02] Transmit power,

Throughput per BS

Numerical

evalua-

tions

ARCE [GL04] Route lifetime prob-

ability, Packet loss,

Packet overhead

NS-2

Tree

based

Proactive Distributed DST [IC04],

[ICNR05]

Percentage of optimal

total throughput

-

3.3.1 Incentive-based Routing

The objectives of incentive based routing is to establish end-to-end communication

among the devices by motivating the intermediate users to relay the data using dif-

ferent incentives. Profit is one of the incentive that motivate the nodes to act as relay,

and the routing is called profit based routing.

3.3.1.1 Profit-based routing

Routing algorithm that provides some cost to the intermediate nodes for providing their

services as relay, with the aim to find a low cost route from source to destination is

known as profit based routing.

A profit-based routing algorithm that maintains a multi-hop route to the BS when the

profit of the BS and the relays are positive is proposed in [CJB04]. The algorithm aims
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at gaining profit instead of maximizing profit, nevertheless route with minimum number

of hops are preferred because of high profit. On the other hand, the cost demand of each

intermediate node depends on the respective power consumption, thus nodes on the

route with higher number of hops have to consume comparatively less power. Therefore,

in some case, the overall cost of route having high number of hops could be smaller than

the route having lower number of hops.

Each node do not need to remember route to any other node but BS. The cost of

uplink connection with the BS increases with the increase in distance with the BS. Thus

if a route request failed then the source regenerate RREQ with higher revenue offer, as

motivation. However there are some serious limitations in the proposed scheme. The

energy consumption of nodes during control packets forwarding is not considered. Such

forwarding of control packets might only waste the battery energy without any gain if

the final route is not established using these nodes. Moreover nodes are assumed to

be static and having equal amount of power. Each node waits for some time to gather

enough RREQs before forwarding further. This induces high delay, but reduce the

routing overhead. If a better RREQ is available after the wait time, then such RREQ is

wasted. Furthermore unlicensed band is used for communication between relays. All the

revenue-cost calculations are performed at the BS, thus the algorithm is BS dependent

and cannot work autonomously.

3.3.2 Multipath Coding-based Routing

In single path routing, when a path fails, the communication is interrupted until a new

path is established between the source node and the destination node. Therefore, to

increase reliability, multipath routing is used which establish multiple paths (preferably

disjoint paths) between source and destination. As the paths are disjoint, so if one or

more paths fails, but not necessarily all, the communication can still be carried out

however at lower rate. Thus, multipath routing provides better QoS and better resource

utilization [SDJ15].

Multipath routing is used as one way for cooperation between the traditional cellular

communication and the D2D communications by using multiple parallel paths between

source and destination nodes, where the main data stream is split into streams of lower

data rates and routed to the destination through cellular and ad-hoc D2D connections.

[Jam11].

In [Oka+06] and [Oka+07] a multipath route coding scheme is proposed that encode
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a packet and divide it into sub-packets. Each sub-packet traversed along its route and

finally the destination BS combine and decode the packet. This reduces the packet

loss and the error rate by exploiting diversity gain. To further reduce the influence of

the route loss and thus also the packet errors; disjoint routes are selected in multipath

route coding scheme in which the forwarding nodes are not shared between the source

node and the BS (destination). However, the number of control packets must be kept

small [Ima+06]. To increase the diversity gain; more and more number of routes are

discovered.

3.3.3 Topology-based routing

The state-of-the-art ad-hoc topology-based routing schemes for D2D networks have been

categorized into flat routing and tree-based routing. All the topology-based schemes

with their performance parameters and simulation tool used are listed in Table 3.7 and

discussed next.

3.3.3.1 Flat topology routing

There are two broad categories of flat routing, i.e. reactive routing and proactive. All

the flat topology-based routing schemes are distributed in nature, as discussed below.

Reactive distributed routing In reactive distributed routing, autonomous nodes

find routes on demand. Th ad-hoc on-demand distance vector (AODV) routing is one

of the famous routing protocol in literature that uses reactive distributed routing. The

AODV has been modified in thousands of ways in different type of wireless networks,

in order to fulfill their respective network requirements. For example, in order to have

multiple paths to a destination node, AOMDV (ad-hoc on-demand multipath distance

vector) is proposed. The routing protocols proposed under reactive distributed routing

are discussed as follows.

Load balancing-based selective - AOMDV (LBS-AOMDV) routing [TK14a] is an

extension of AOMDV. As like AOMDV, it establishes multiple loop-free and link disjoint

paths, and to further reduce the routing overhead it limits the flooding by selecting only

those nodes having links with given bandwidth threshold. In this way the real-time

traffic demands could be ensured.

Resource aware routing (RAR) protocol that uses the reactive distributed routing

technique is proposed in [PJ07]. Three performance metrics have been studied for the
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resource aware routing (RAR) considering energy efficiency and relay capabilities in

[PJ07]. Two type of relay nodes have been used, fixed relay nodes which are installed

and operated by the network operators, and mobile relay nodes which are normal mo-

bile nodes that provide services of relaying. The first metric preferred routes having

more number of fixed (dedicated) relay nodes than mobile nodes to take advantage of

the unlimited energy of dedicated nodes. The BS waits for pre-defined duration after

receiving first RREQ, for the possibility of getting more RREQs. In case of receiving

more than one (shortest path) RREQ, BS chooses earliest arrived RREQ. The second

metric avoids routes having nodes with minimal residual energy. This prolongs the net-

work lifetime and circumvents network partitioning. Third metric considers the relay

capabilities in terms of processing power and memory vacancy (buffer capacity). While

using this metric, if BS receives a better RREQ later, then it sends additional RREP.

However there are no evaluations regarding the performance of the studied metrics,

nor any new metric to improve the performance of cellular communications is proposed.

Moreover the routing algorithm does not count number of energy-limited mobile relays

compared to energy- unlimited fixed relays. This might results in higher number of

mobile relays in a path and thus high consumption of the limited resources of the network

e.g. energy. Furthermore no minimum threshold value for energy is specified for mobile

relays, which might results in route failures. This is because of using those nodes whose

energy is reaching to zero.

A cross layer design using time-based MAC and power aware routing algorithm

is proposed in [LCC04], named as minimum consumed power routing (MCPR). The

algorithm considers the minimum total transmission power among all probable routes.

Each RREQ packet contains information about not only transmission power, but also

receiving power and total consumed power along the route. All the control packets

like RREQ and RREP are sent with maximum power and data packets are sent with

adjustable minimum required power.

To prefer the routes with minimum required power, RREQ packet which is received

with high power is forwarded with a very small wait interval, while RREQ having low

power has to wait a large interval of time. The wait interval (Twait) is set such that

the cumulative wait time for at least two hop nodes with high received power is smaller

than the one having single hop with low received power. This is made possible with new

timer-based MAC protocol, which modifies the Carrier Sense Multiple Access/Collision

Avoidance (CSMA/CA) for rebroadcasting RREQs. This ensures that long distance

nodes will not forward the data packets earlier than the multi-hop nodes with smaller
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distances. Thus the final route has more number of hops compared to shortest path but

has the high energy efficiency because of lower total consumed power.

If the destination is BS, the destination IP address is a predefined value and thus

BSs do not need to advertise their IP addresses. If the RREQ is received by a BS, then

the BS selects an MCPR path and forward upward to the controller. The controller

selects an MCPR path among paths received from various BSs, and send RREP to the

selected BS. If a mobile node receives RREPs from several BSs operating under different

controllers, then a mobile select the one received first and send NACK to the remaining

BSs.

The results have shown the superiority of proposed algorithms Timer-based MAC +

MCPR over CSMA/CA + AODV and CSMA/CA + MCPR. Moreover the algorithm is

scalable, since the algorithm runs on each mobile node in a fully distributed way.

Multiple metric routing protocol (MMRP) that integrates hop count, traffic load

and energy consumption into the path cost calculations is proposed in [Cao+08]. The

purpose is to explore path that minimize energy consumption and the number of hops

while avoiding congestion at most favorable nodes. First extension of this protocol

MMRP-I (MMRP-Improved) enables discovery of more optimal paths after the discovery

of first path. Second extension of this protocol MMRP-A (MMRP-Adaptive) enables

heterogeneous devices to set the path cost according to their classifications e.g. battery

and bandwidth. The disadvantage of a single path cost metric is the overloading or

depletion of resources in the hotspot (along the preferred paths). The proposed MMRP

uses a simple linear combination of cumulative weight metrics. It modifies the traditional

AODV protocol. Every node in the path updates the path cost field in the RREQ using

the proposed cumulative weight metric while forwarding the RREQ. When destination

node receives the first RREQ, it waits for some particular time to receive other possible

RREQs.

In MMRP-I, if a node finds an RREQ message from the source with path cost better

above some threshold than the previous one, then it rebroadcast the new RREQ. This

increase the performance of the route in terms of delivery ratio and delay (because new

RREQ probably have better delay option) at the expense of higher routing overhead

and energy consumption. In MMRP-A, the value of path cost metrics could be set

by the nodes themselves according to their classifications or real time system measure-

ments/requirements. For example, a device with fixed power supply does not consider

the energy metric. The results showed improved performance and overall less system

resource consumption when appropriate weights metrics are used for the calculation of
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the path cost calculations. However, all the schemes assume constant bit rate (CBR)

traffic and thus the approach is not directly feasible for bursty traffic.

To summarize, there are four schemes proposed for reactive distributed routing. The

LBS-AOMDV scheme reduces the routing overhead by selecting only those nodes having

links with given bandwidth threshold. In this way, the real time traffic demands could

also be ensured. The RAR scheme considers energy efficiency and relay capabilities in

routing decision. The RAR prefers to use operator installed fixed relay nodes over mobile

relay nodes, and avoids routes having nodes with minimal residual energy. The MCPR

selects route with minimum consumed power for improving the energy efficiency. The

MMRP uses cumulative weight routing metrics like hop count, traffic load and energy

consumption, for route decision. The value of path cost metric could be set by themselves

according to their requirements. For example, a device with fixed power supply does not

consider the energy metric.

Proactive distributed routing In proactive distributed routing scheme, autonomous

nodes periodically update their routing tables in order to have constantly updated route

information to every other node in the network.

A Combined routing, channel scheduling and power control (CRSP) scheme has been

proposed in [SJZJ02]. The scheme jointly considers the physical, data link and network

layers. The aim is to maximize the total network throughput by finding optimal solution

for joint routing, scheduling and power control. The optimal solution depends on the

information available about the network, the system constraints and the defined objective

function. The paper assumes that complete channel state information is available which

include path loss and shadowing information, known to both the transmitter and the

receiver while fading information is available only to the receiver.

The only system constraint is to transmit C ∗ Tbits in Tseconds where Cbits/sec is

the required capacity. The objective function is to minimize the total transmit power for

a fixed amount of information transfer, where power is considered to be the only system

resource. In general, every node knows about the traffic rate, induced interference,

queue size, transmit power and the total induced interference (up to the destination).

The information is shared between the neighbor nodes periodically and the then the

optimal routes are calculated. The base stations are the terminal points of packets,

and a zero cost is reported by the BSs to their neighbors. However there is one serious

limitation in this paper. This paper assumes that a mobile station can participate in at

most one data flow for a given time which is unrealistic for packet data service.
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Ad hoc routing for coverage extension (ARCE) protocol is a proactive routing scheme

proposed in [GL04]. The ARCE increases the capacity by bypassing the blocked BSs

by simply not specifying the destination BS address in RREQ packet. BS will reply

to RREQ only if having sufficient resources. To ensure sufficient route lifetime and to

avoid frequent route updates, ARCE limits the maximum number of hops to five. Each

node waits for maximum of 10ms to merge all the received RREQs into a single RREQ,

which contain link information of all previous routes till that node. Therefore the size of

RREQ and RREP is larger than packets of other source based routing. This increases

time delay however reduces the overhead significantly. In contrast, if multiple RREQs

are forwarded by a node then it increases the routing overhead while keeping delay to

minimum. If the node is neighbor of the BS it forwards the RREQ only to the BS, or

otherwise broadcast to all its neighbors.

BS assigns an associativity value to each link. The associativity value shows the

freshness information received about the link and the link is deleted when the asso-

ciativity value decreases to zero. BS receives multiple RREQs from many routes and

update the link load and associativity value accordingly. The link load is calculated by

taking into account all routes that use a particular link. Multiple disjoint routes can

then be calculated based on link load and associativity value by using Dijkstra algorithm

multiple times. Every time, BS increases the weights and then the Dijkstra algorithm is

repeated to find a new route. BS informs about all the candidate routes to the source

node via the primary route. The data packets contain the source route information.

In case of any failed link, the intermediate node generates a route error (RERR). On

reception of RERR, the source node deletes all routes using that particular link and

then use alternate backup route. Simulation results showed the improved performance

of ARCE with two additional backup routes. However further additional backup routes

result in more overhead with no considerable performance gains since the routes used

to break often. ARCE is not suitable for delay sensitive network due to RREQ delay at

every hop. It is also not suitable for large scale network since the maximum number of

hops are limited to five.

To summarize, the two schemes for proactive distributed routing are CRSP and

ARCE. The CRSP scheme is proposed to maximize the total network throughput by

finding optimal solution for joint routing, scheduling and power control. The ARCE

scheme increases the network capacity by bypassing the blocked BSs.
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3.3.3.2 Tree-based routing

In tree-based routing scheme, a hierarchy is maintained in the form of tree with BS usu-

ally acting as a root node. The tree-based routing is preferred when network scalability

is of major concern.

A distributed spanning tree (DST) algorithm that avoids RREQ flooding problem

and maintains the routes to the BS with minimum routing overhead has been proposed in

[IC04], [ICNR05]. DST maintains a close to optimal spanning tree by using distributed

topology trees. Maximum spanning tree is used to maximize the throughput. Each link

capacity is updated based on measuring the response time from the periodic updates

of the neighbor nodes. The refresh rate depends upon the frequency of the network

changes.

There are two strategies proposed to update the child parent relationship. In the

first strategy, a node cut the link with the parent and update the parent based on the

periodic neighbor node probe packet. O (d log n) messages are generated where d is

number of neighbor nodes, and n is the total number of nodes in the network. In the

second strategy, parent node sends updates periodically and the link with the parent is

cut if the rate falls below threshold. The first strategy has more overhead but is also

more optimal.

By using the tree structure, the route discovery requires only O (log n) messages

instead of O(n) as in flooding. For calculating maximum capacity path for m-th con-

current flow, the resources already consumed in m -1 flows are first subtracted. It is

important to note that due to interference, not only adjacent links but also links adja-

cent to neighbor nodes are also blocked. Results show high network throughput which

ensure the suitability of DST for large size networks. However there are two questionable

things in the DST algorithm. Firstly, the reduction of routing overhead in comparison to

RREQ flooding is not shown in results. Secondly, the periodic route updates are used,

which are not suitable for highly dynamic networks since the outage probability of such

networks is very high.

3.3.4 Security-based routing

The security of data in terms of confidentiality, authenticity and integrity of data are of

critical concerns in this age of data communications.

In multiple path routing protocols, data splitting and data shuffling strategies are

used in [TK14b; TK15] to encode the data, for making the data confidential. In con-
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junction with encoding, network coding (NC) scheme is used in [TK14b] and disjoint

multi-path routing scheme is used in [TK15] in order to safe data from eavesdropper

attacks. The data is splitted in chunks of six bits each, and then some random pattern

synchronized by the source and destination is used to shuffle the data between different

chunks. Each data chunk then travel through different paths to reach to the destina-

tion,. Results showed that an eavesdropper can never intercept the data completely in

any of the given cases. However, interception of data is more higher in internal attack

(i.e. when the eavesdropper is nearer to the source) than as compared to external at-

tack. Moreover, the quantity of data interception is more lower, when data splitting and

shuffling is used with NC in [TK14b] and with multipath routing in [TK15].

3.3.5 Quality of Service-based Routing

In communication networks, three mechanisms are generally used to ensure the quality

of service (QoS). These are reservation, differentiation and over provisioning [MT18].

Among all the three mechanisms, reservation is the most commonly used strategy, in

which the resources are allocated for a particular connection. In QoS based routing,

the QoS guarantee not only cover the single hop, but instead cover the entire multi-hop

route.

An admission control scheme with an on-demand quality of service routing (OQR)

protocol is proposed in [Lin01] for the multi-hop cellular network, that establishes virtual

connection (VC) between the source and destination. The process of establishing a QoS

route is described as follows. The source node broadcasts the route request (RREQ)

packet. All the neighbor nodes that received the RREQ packet, check the source address

within the source list of packet to avoid routing loops and the sequence number to reduce

redundancy. Long routes are difficult to maintain in dynamic environment thus time-

to-live (TTL) field in the RREQ packet limits the number of hops and also controls

the flooding traffic since unlimited packet flooding degrades the network performance.

The admission control scheme guarantees the bandwidth for real-time applications by

finding a feasible bandwidth route. Thus the required bandwidth for an application is

mentioned in terms of number of time slots.

Each node calculates the link bandwidth by the intersection of the free slots of itself

and the previous node. If the number of slots are not equal to required bandwidth slots

then RREQ is dropped. The process of forwarding the RREQ packet continues and if

the path bandwidth (or called end-to-end bandwidth) is met till the destination node
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then the RREP is replied to the original source. Multiple paths could be established to

ensure more robust packet delivery. When enough RREQs are received by the destination

node, then CLEAN RREQ packet can be broadcasted by the destination node to clean

the RREQ packets that are still roaming in the network in order to reduce the flooding

overhead. RREP sent by the destination node will reserve the slots backward till the

source node. In case of failure (for example slot is already booked or route breaks) at

any node, a NACK (i.e. RESERVE FAIL) is sent back to the destination node to clear

all the reservations in between. If no route is available till the destination, the source

node can be notified by a NACK (i.e. NO ROUTE). If the source node do not receive

any kind of response packet, then it can re-initiate the route request after a timeout.

Once a VC is setup, the source begins to send data packets. When data transfer

is complete, the slots are released in order to be available for new connections. If this

last packet is lost, then the slots may erroneously remain reserved, thus each slot is

reserved for a timeout. If the route breaks while sending the data packet, a NACK (i.e.

ROUTE BROKEN) is sent by the nodes at the breakage point to both the source and

destination in order to release the all the reserved slots in between, and also drops the

data packets of this connection waiting in the queue. Results showed that the scheme

greatly reduces the failure of the call setup and the routes are mostly very close to

shortest paths.

3.3.6 Device-aware routing

In device-aware routing, each node decides to participate in relaying the data based on

its capabilities. Thus, the routing can be easily deployed in network having devices with

heterogeneous capabilities.

A device-aware routing and scheduling algorithm (DARA) is proposed in which each

device decides how much data it can handle based on its processing power, remaining

energy, and incentives [XS17]. A network utility maximization (NUM) formulation has

been developed in order to incorporate device capabilities. A node after deciding to

participate in forwarding the data (routing decision); activates the link for the next hop

node (scheduling decision) and thus the algorithm involves both the routing and the

scheduling decisions. The DARA has been compared to the traditional back-pressure

algorithm wherein each device has to forward and schedule all the data it receives,

even if a device does not have sufficient resources. The DARA has been implemented

between the transport layer and the application layer and thus can be easily adjusted to
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any operating system of the mobile devices. The results from the test-bed have shown

significant throughput improvement over the back-pressure algorithm.

3.3.7 Summary and Insights

In case of network congestion or network unavailability, an ad-hoc routing protocol is the

only choice for multi-hop D2D communications. However, it is important to note that

these distributed routing protocols can not ensure security as any other infrastructure-

based centralized control entity can do.

There are many works in literature that do not propose any new routing scheme

but instead use or check the suitability of existing routing schemes for D2D networks.

Few of the works are discussed in detail as follows. Yuan et al. and Wang et al. use

shortest path routing, and evaluate the collision and outage probability in multi-hop and

conventional cellular communication scenarios [YGW15], [Wan+15]. As the location

accuracy is complex and power consuming in cellular networks, therefore collision area

(CA) is defined to mitigate interference from the BS and other D2D UEs [YGW15].

The shortest path routing (SPR) is used to explore the multi-hop path and find the

collision probability for the intermediate nodes in the routing path. The probability

for collision invokes the switching strategy between D2D and conventional cellular (CC)

communications to minimize the interference. A collision area is defined as a circular

area (CA) around an interfering node like BS. The radius of CA is variable and depends

on the QoS requirements. Each node can check whether it is in CA or not through the

pilot channel power from the BS. Thus the receiver node’s SINR is greater than required

SINR only if it is outside the range of CA. However interference from neighbor BSs is

not considered. It is assumed that destination node is not within the communication

range of CA which is unrealistic. It is also assumed that the algorithm avoids collision

from other D2D UEs however CA is not defined for any other D2D UEs. Furthermore,

the strategy is proposed only for downlink band, since it considers interference from BS

but not from mobile nodes.

Shabany et al. proposed joined downlink rate allocation and routing algorithm to

improve the throughput of the system [SS04]. Based on traffic pattern, the transmit

power of the relays and BSs is adjusted which results in cell breathing. However, the

proposed heuristic algorithm is limited to use two operator installed relays and two BSs

while using unlicensed band for their data forwarding. The two famous ad-hoc routing

protocols AODV and DSDV have been simulated in the cellular network environment
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to check the suitability in terms of data latency in [MMH15]. The NS3 simulator with

LENA framework is used to evaluate latency of the AODV and DSDV in varying number

of nodes. Bello and Zeadally identify the requirement of adaptable and scalable routing

algorithms that can work in a complex and heterogeneous scenarios and in varying

network sizes. The authors compare the advantages and limitations of three categories

of routing, suitable for intelligent D2D communications in the Internet of things (IoT),

which are stochastic, bio-inspired, and context-aware routing [BZ16].

It is worth mentioning that due to the diverse types of possible distributed routing

schemes, the ad-hoc routing protocols can use any of the suitable relays for their data

forwarding (unlike previous sections, where D2D relay is used for only D2D routing, and

network relay for only D2I/I2D routing) as shown in Table 3.4. The same is true for the

type of spectrum used as shown in Table 3.5.

3.4 Consolidation of taxonomy

This section precis the three broad categories of D2D routing i.e. multihop D2D routing,

multi-hop D2I/I2D routing and ad-hoc routing for D2D networks as follows. In multi-

hop D2D routing, either the communication is governed by BS, or the nodes take into

consideration the presence of BS and other nodes in the network. In multi-hop D2I/I2D

routing, the communication is always governed by BS. The multi-hop route is established

between the node and the network service entity, i.e. BS. In case the user is inside the

network coverage, and the routing decision does not take the advantage of the presence of

centralized control entity, nor care for BS or any other on-going user transmissions, then

such routing is purely ad-hoc routing. When the network services are either partially

or totally unavailable, then the ad-hoc routing protocol is the only choice for multi-hop

D2D communications. However, it is important to note that these distributed routing

protocols can not ensure security as any other infrastructure-based centralized control

entity can do.

The routing schemes under each category have been further sub-classified based on

their objectives and topology structure used. All the classes of routing proposed under

the three D2D categories have been consolidated into a single set of tables as shown

in Tables 3.8 and 3.9. The tables present the purpose, application and/or working

mechanism of every routing class, which highlights the necessity and importance of each

class.

In the next chapter, we will discuss about the problem of burdening some specific
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set of nodes/routes due to single-criterion metric. Interference management having most

critical concern in D2D communication is taken into consideration for the proposal of

the routing metric. The observed interference and signal-to-interference-and-noise-ratio

(SINR) have been used as routing metrics in interference aware routing. The observed

interference results in a very long route, and the metric using SINR suffers from high

number of hop count. A new routing metric has been proposed that avoids that cons of

both type of interference metrics while keeping their pros like lower packet error ratio

(PER) and higher throughput.
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Table 3.8: Brief description of state-of-the-art classes of routing for D2D networks

Routing Class
D2D Category

Application and/or Working Mechanism
D2D D2I/I2D Ad-hoc

Incentive-based rout-

ing

3 3 The users are motivated to participate in relaying the

data of other nodes by using some incentive.

Social connection-

based routing

3 The relay node forwards the data based on strength

of the social bond (ties) with the other nodes on the

communication path. It is considered as a sub-class

of incentive-based routing.

Profit based routing 3 It provides some cost to the intermediate nodes for

providing their services as relay, with the aim to find

a low cost route from source to destination. It is

considered as a sub-class of incentive-based routing.

Security-based rout-

ing

3 3 When condentiality, authenticity and/or integrity of

data are of utmost concern.

Content-based rout-

ing

3 3 To share the frequently used data among users, like

viral videos etc. Thus the route does not depend upon

the destination node, but is established based on the

contents of the information being shared. In D2I/I2D

networks, the BSs act as the file servers and multi-

hop route are established to share the frequently used

files among users.

Source selection-

based routing

3 It is used when it is required to select a source node,

from which the cellular resources can be snatched in

order to allocate them to the new user request. The

source node can then communicate via multi-hop to

another BS as suggested by the current BS. This is

to balance the load among multiple BSs and is done

only if a multi-hop route is possible.

Multipath coding-

based routing

3 To increase reliability, multiple disjoint paths between

source and destination are established, that also pro-

vide better QoS and better resource utilization. Mul-

tiple parallel paths between source and destination

nodes also helps in reducing the packet loss and the

error rate by exploiting diversity gain.

QoS-based routing 3 When quality of service (QoS) cannot be compro-

mised, for example in live video streaming.

Device-aware routing 3 If each node decide to participate or not, in relaying

the data based on its capabilities. Thus, the routing

can be easily deployed in network having devices with

heterogeneous capabilities.

Hierarchical (or tree-

based) routing

3 3 Can be used only in the presence of a central control

entity. Normally, the BS or the mobile switching cen-

ter (MSC) acts as a root of the tree and manages the

tree structure, or the BS acts as a simple destination

node and the hierarchy is constructed by the mobile

nodes in the network. It is is used when wireless net-

work scalability is of major concern. (i.e. For large

size networks, tree-based routing is preferred.)



3.4. CONSOLIDATION OF TAXONOMY 85

Table 3.9: Brief description of state-of-the-art classes of routing for D2D networks

(contd...)

Routing Class
D2D Category

Application and/or Working Mechanism
D2D D2I/I2D Ad-hoc

Location based rout-

ing

3 Nodes depend on location servers to find the location

of the destination node, thus proactively maintains

the location update.

Flat topology routing 3 3 3 When nodes in the network do not have any spe-

cific structure like tree or cluster, nor have any lo-

cation awareness mechanism then such arbitrary dis-

tribution of nodes is referred as flat topology network

structure, and the routing is called flat topology rout-

ing.

Reactive distributed

routing

3 3 Routes are discovered only when required, which

saves precious resources from unnecessary periodic

route updates.

Proactive distributed

routing

3 It is used for delay-sensitive applications. It updates

routing table regularly in order to instantly provide

the route when required without any delay.

Hybrid distributed

routing

3 Both the reactive and proactive routing operate at the

same time. It is used in large-scale networks where

proactive routing is used to maintain neighborhood

table for nodes in a zone within few hops, while re-

active routing is used to find route outside that zone.

This type of routing is also termed as zone based rout-

ing.

Reactive BS-assisted

routing

3 Nodes find the route on-demand, by using their local

(from neighbors) and global (pilot signal from BS)

information.

Proactive BS-

assisted routing

3 Nodes periodically update routing table, usually for

delay sensitive or real-time applications. The objec-

tive is to instantly provide a multi-hop route with bet-

ter BS channel capacity from node to the BS, when

BS is overloaded or when the channel quality (or ca-

pacity) with BS is not good.

Proactive centralized

routing

3 A centralized entity (for example BS) regularly gath-

ers neighbor nodes information from all the network

nodes, in order to always have a complete updated

network.

Proactive adaptive

routing

3 Adapts between proactive centralized routing and

proactive distributed routing, based on the network

constraints.
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Chapter 4

Interference-Conscious Routing

Metric

This chapter focuses on Interference-conscious routing by proposing a routing met-

ric, MIIS (Metric for Interference impact and SINR). MIIS considers Received Signal

Strength (RSS) as well as is conscious about interference. It selects the routes having

higher RSS and lesser interference. This chapter presents the mechanism and procedure

of MIIS and evaluates its performance through simulations by comparing with existing

works in terms of average hop count, routing overhead, packet loss ratio and end-to-end

delay. The performance is measured for the effects of varying number of nodes, nodes

mobility and traffic load. The simulation results show that MIIS outperforms existing

works.

4.1 Introduction

The D2D communication refers to a direct communication of cellular devices with each

other with or without the help of the BS. Most of the existing works focus on single-hop

communication, however this limits the applicability of D2D communications. There-

fore, facilitating multihop communication in D2D is an important factor to take into

consideration. In multihop D2D networks, establishing a reliable multihop route is a

critical issue. There are two cases when a route establishment is required between two

end nodes. Firstly, when two D2D UEs want to communicate, but are not in the direct

vicinity of each other. Secondly, when a UE does not have the infrastructural support.

This might happen due to several reasons, for example, the infrastructure is destroyed
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due to an accident or natural disaster, or the UE is out of the network coverage or the

UE is in dead-spot area. Therefore, intermediate UEs can be used to support in relaying

to establish multihop communication paths between source and destination nodes/UEs.

In case of providing the infrastructure network support to a UE, the destination node

could be a BS or any ordinary node which have and can provide network services.

In D2D communication, interference management is a topic of most important con-

cern. Two different metrics have been used in the literature for establishing a route

having minimum interference. The first metric uses the observed average interference

and selects those nodes for the route which have the minimum interference. The benefit

of this metric is avoiding collision with CUEs (i.e., interfering sources) that minimizes

the chances of packets loss. However, this metric suffers from very long route, since the

metric tries to select nodes which are farthest from the CUEs.

The second metric selects nodes having the highest Signal-to-Interference and Noise

Ratio (SINR) which is the ratio of Received Signal Strength (RSS) and interference

(while neglecting noise as constant). The lower the interference is, the higher the SINR

is. The higher RSS also results in higher SINR. The benefit of using SINR metric is higher

data rate. In some existing works [RDS13], the performance improvement in terms of

higher data rate using SINR metric is assumed mainly due to lower interference, while

neglecting the effects of RSS. While in other works [JXQ15], only RSS is taken as the

major factor for the improvement in SINR. Using SINR metric, each node selects the

most closest node as its next hop node due to higher RSS which results in significantly

higher number of hop counts in a route in a dense network. This high hop count route is

typically unstable, due to frequent link breakages because of network dynamics (such as

nodes mobility and topological changes). Thus, there is a need of a routing metric that

can take advantage of the higher RSS (or the SINR) while avoiding its consequence.

A number of interference-aware routing schemes have been proposed in the literature,

however none of them satisfies the network requirements of having better SINR and

minimum interference at the same time. This work proposes a novel routing metric,

MIIS (Metric for Interference impact and SINR). MIIS not only considers the RSS, but

it is also conscious about the interference, therefore, MIIS selects the route having higher

RSS and lesser interference.
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4.2 Related Work

The state-of-the-art interference-aware routing schemes can be divided into three main

categories. The existing schemes either (i) maintain the SINR and/or interference

above/below a threshold value, or (ii) select a route having the lowest interference while

maintaining SINR above a threshold value, or (iii) select a route having highest SINR

(or highest data rate) while maintaining the interference below a threshold value. How-

ever, none of the state-of-the-art schemes enhance the network performance by selecting

a multihop D2D route having the highest SINR as well as the lowest interference to-

gether. Among the existing schemes, the flat topology-based routing is considered only

by Kaufman et al. [KLA13], in which the next hop is selected only if the bidirectional

communication is possible and the interference at the BS due to this communication

is below a threshold value. The routing scheme in [KMD07] is the only scheme that

centrally maintains complete topology information of the network and selects only those

neighbor nodes whose interference is below the threshold value. All other interference-

aware routing schemes use distributed location-based routing strategy. The scheme pro-

posed in [YGW14] establishes a route that passes through the cell edges which makes the

route quite longer than the direct shortest hop path, but it has overall lesser interference.

Maximum-rate towards destination (MR-D) routing scheme, proposed in [RDS13] selects

the next hop node having highest data rate (and assuming to have the lowest interfer-

ence also), by selecting a node which is farthest from both the BS and the cellular user.

MR-D advanced (MR-DA) [Du+15] is the modification of MR-D for downlink band. In

order to reduce the number of hops in MR-DA, the next hop node in the direction of

the destination node is preferred over the node in the direction of cell edge. Fixed rate

scheme (FRS) and fixed power scheme (FPS) are proposed in [BM15] for maximizing

throughput. These schemes use only those D2D links in the route having minimum re-

quired SINR. The routing scheme proposed in [JXQ15] selects next hop having highest

data transmission rate and energy efficiency. All the schemes in [Du+15; BM15; JXQ15]

use downlink band for D2D communications, and avoid harmful interference to cellular

node by making an unrealistic assumption that that each node has complete knowledge

about the channels used by all cellular nodes. However, our proposed scheme does not

require any kind of location information for making route decision.
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Figure 4.1: System model.

4.3 System Model

The system model considered in this thesis is presented in Figure 4.1. It consists of a

single cell and comprised of three main entities: a BS, a Cellular User Equipment (CUE)

and D2D UEs. BS coordinates and controls the communications among CUEs. CUE

communicates with other CUEs using cellular communication through BS. D2D UE is

also a CUE, however it can communicate with other D2D UEs directly, without the

involvement of BS. The D2D UEs use inband (i.e. cellular spectrum) underlay mode

in which the licensed cellular spectrum allocated to CUE is spatially reused by D2D

UEs forming the network underlaying the existing cellular network. The uplink band

is reused by D2D UEs, which requires following interference considerations. (i) CUE

interference to D2D UEs, and (ii) D2D UEs interference to BS. The detailed discussion

on specifically how inband, underlay, uplink band can be used for D2D communication

or in general, how different types of spectrum can be utilized for D2D communication is

provided in Chapter 2, Section 2.3.2.

As presented in Figure 4.1, a UE (in blue color) has ongoing cellular communication

with BS on certain power. This UE is called CUE. The UEs (in white color) partici-
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pate in D2D communications are called D2D UEs. However some D2D UEs (with red

cross) are within the communication range of CUE, then they can not be used for D2D

communications because they will receive harmful interference from CUE.

BSs periodically send beacon message to inform about their presence. The signal

strength of this message is used by D2D UEs to estimate the distance with BS. The D2D

UEs can then communicate at low power in order to avoid any harmful interference to

BS. For example, consider the D2D UE (with black cross) that is shown near the BS in

the top-right corner of Figure 4.1. The D2D UE is although outside the communication

range of CUE, however since it is near to BS, so it can cause harmful interference at BS.

Therefore, the D2D UE does not take part in D2D communication, after recognizing

close proximity of BS, by estimating its distance with BS using beacon signal strength.

However, since the exact distance with BS cannot be estimated due to variable power

used by BS under different operating conditions, therefore it is assumed that if BS

receive harmful interference from D2D UEs, then BS instructs the CUE to increase the

transmit power in order to increase the overall SINR for the successful reception of CUE

data at BS. With the increase in transmission power of CUE, its transmission range

also increases, and thus D2D UE cannot be used for D2D communications because of

receiving harmful interference from CUE.

A single channel used by CUE, is spatially reused by all D2D UEs in an underlay

mode. Thus there is cross-interference between D2D UEs and CUE. However, since

all D2D UEs use the same channel, and multiple D2D UEs might be simultaneously

communicating at the same time, therefore Carrier Sense Multiple Access (CSMA) is

used to avoid collisions.

It is assumed that the CUE and all D2D UEs use fix transmission power for their

communication so that the interference behavior can be more accurately estimated. In

order to calculate the value of interference at each D2D DUE, free space path loss

formula is used. The interference is the value of Received Signal Strength (RSS) from

CUE to the D2D UEs. If a D2D UE is within the communication range of CUE, then

the RSS is high enough and no other communication can take place. However, when a

D2D UE is outside the communication range of CUE, then the RSS from CUE is lower,

hence, the same channel can be reused to establish simultaneous communication with

other D2D UE. Thus, every D2D UE passively monitors the RSS from CUE, and if the

average RSS from CUE is below some maximum threshold value (discussed next), it

means that the D2D UE can participate in D2D communication. It is important to note

that for the successful simultaneous communication with other D2D UE, the RSS from
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the D2D UE must be much higher than the interference (RSS from CUE). This ratio is

calculated using Signal-to-Interference-and-Noise-Ratio (SINR). So, depending upon the

modulation and coding scheme and other physical layer parameters, a minimum required

SINR threshold is set. If the SINR between two D2D UEs is above the minimum required

threshold value, then the communication will be successful.

The D2D-UEs communicate at lower power to keep the interference to a minimum.

Thus, the D2D-UEs can communicate only at smaller distances due to the use of lower

power which rises the need of multi-hop path from source D2D UE to destination D2D

UE. In this thesis, D2D UE establishes routes in a distributed manner (in current chap-

ter), as well as takes services of BS in route establishment (in Chapter 5).

4.4 Proposed routing metric

In most of the routing schemes, a single routing metric is used for making a route

decision. This causes a set of routes to be preferred over others, which burdens the

nodes used in these routes. Therefore, it is recommended to combine various atomic

routing metrics to form a global metric in order to avoid performance trade-off among

them. There are two common ways for making a global routing metric: weighted sum

metric and lexicographic metric. In weighted sum metric, weights are assigned to the

routing metrics according to their priority. In lexicographic method, routing metrics

have been arranged in order of their importance [You+14]. In our work, we are using

the former technique and propose a novel routing metric named as MIIS (Metric for

Interference impact and SINR). This metric takes into account the interference in the

network, and is a compromise between the interference and the SINR values. MIIS is

defined as follows:

MIISn,m = (SINRn,m)α × (
1

Im
)(1−α) (4.1)

where n is previous hop node, m is current node, SINRn,m is the signal to interference

and noise ratio from node n to m and is calculated as:

SINRn,m =
RSSn,m
σ2 + Im

(4.2)

By putting the value of equation 4.2 in equation 4.1, while ignoring noise (σ2) as con-

stant, we will get:

MIISn,m =
(RSSn,m)α

Im
(4.3)
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Figure 4.2: An example of the proposed routing metric scheme.

where Im is the observed (cumulative) channel interference at the current node m

from other nodes. It is calculated by accumulating the received signal strengths of nodes

using the particular channel. RSSn,m is the received signal strength from previous node

n to the current node m. To compute RSSn,m at the node m, the transmission power

information must be sent by the previous node n to current node m. α is a weighting

parameter where 0 ≤ α ≤ 1. Varying the values of α will variate the consideration of

metric, i.e., when α = 0, MIIS behaves as an interference metric, and when α = 1, it

behaves as SINR metric. Different values of α (i.e., α = {0, 0.25, 0.5, 0.75, 1}) will be

evaluated under varying number of nodes, mobility and traffic load. The suitable value

of α might be different for different kind of network topology or operating conditions.

Figure 4.2 presents an illustrative example to explain our proposed routing metric.

The source and destination nodes are labeled as d1 and d2 respectively, and the primary

cellular UE (CUE) is shown with its communication range in dotted dashed circular red

line. The CUE is the node which communicates with the BS in the traditional cellular

communication system mechanism. All D2D nodes reuse the same uplink channel as

already used by CUE for communicating with each other. We assume that when control

information is shared by D2D nodes to BS, then in order for the BS to successfully receive



4.4. PROPOSED ROUTING METRIC 94

the information, the channel used by CUE is specially reserved for D2D communication

during that time. This is to avoid collision of D2D control packets with the CUE packets.

As we know that the closer the node is, the higher the SINR is. Therefore, when

SINR metric is used for next hop selection, the next hop node is generally the closest

neighbor node. The advantage of SINR metric is its high data rate, however the route

suffers from the high hop count. This is because, SINR metric tries to select the most

closest nodes as possible, which results in overall number of hops to be dramatically

increased in case of dense networks. On the contrary, when interference metric is used,

all the intermediate nodes are farthest from the interference source (i.e., CUE), resulting

in a route as shown by dotted line. The interference metric can select the route with

comparatively lower hop count than SINR metric. Thus, our proposed MIIS routing

metric, finds a balance between the two metrics in order to find a route with lower hop

count and better network performance (such as lower packet loss ratio and end-to-end

delay).

To give an insight into the proposal, we elaborate the use of the proposed routing

metric for the selection of next hop. The mechanism of next hop selection is different

from the complete route formation mechanism, which we will discuss in Section 4.4.2.

We consider the same Figure 4.2 for the calculation of this metric MIISn,m. Three D2D

nodes labeled as n, m1 and m2 are shown in figure. All the D2D nodes are reusing the

same uplink spectrum band as used by traditional cellular node labeled as CUE(uplink).

The node n wants to select one of the next hop among the two candidate nodes m1 and

m2. Both the nodes m1 and m2 sense the interference on the uplink band and inform

their channel state to the previous node n . The node m1 is farther from the node n,

therefore has a low received signal strength RSSn,m1. Moreover the node m1 is also

farther from the interfering source CUE, and thus has also low interference Im1. On

the contrary, the node m2 is nearer to node n as well as to the interfering node CUE,

and thus has higher received signal strength RSSn,m2 as well as higher interference Im2.

Conclusively, since m1 has lower RSSn,m1 and lower Im1, while m2 has higher RSSn,m2

and higher Im2, thus the ratio i.e. SINRn,m could probably be same. Thus the SINR

metric could select any one arbitrarily. However, our proposed metric, will not only

check the SINR, but it is also conscious about the interference, therefore, our proposed

metric selects the next hop node as m2, because of lower interference. By this, we can say

that our proposed metric uses interference as a filtering criteria between the two nodes

having equal SINR, but varying interference values. Similarly, in the reverse manner,

the proposed metric will select a higher SINR node among the candidate nodes with
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similar interference values.

The selection of next hop node mechanism as discussed above is just for giving an

insight of the proposed routing metric. The actual route discovery mechanism is quite

different and is discussed below. We use the technique of Ad-hoc On-Demand Distance

Vector (AODV) [PR99] for route discovery. The complete working mechanism after the

integration of our proposed routing metric with the AODV routing algorithm is discussed

below through route request and route decision mechanisms.

4.4.1 Route request

When a node needs to communicate with another node, it adds information about its

observed interference over the given channel into route request (RREQ) packet and

subsequently, broadcasts RREQ packet which is received by all its neighboring nodes.

All the next hop neighbor nodes upon receiving the RREQ packet, calculate the SINR

values by observing the RSS of the received RREQ packet and their observed interference

over the given channel. This is to validate that the SINR is above the minimum required

(threshold) SINR. To validate that SINR values are also above the threshold SINR for

the links in the reverse direction (i.e. from current nodes to the previous hop node), the

interference information of the previous hop node appended in the RREQ packet is used

to derive the SINR using equation 4.2. This will ensure that bidirectional communication

over the given link is possible while maintaining the threshold SINR.

The proposed routing metric MIIS value is calculated (likewise SINR), and appended

in the RREQ packet, and is used to decide whether to forward RREQ by the next hop

nodes. This process of adding interference and MIIS values in the RREQ packet will

continue until the RREQ packet reaches the destination node.

The calculations involved in forwarding the RREQ and the contents of RREQ packet

is illustrated using an example shown in Figure 4.3. The source node 1 wants to com-

municate with destination node 8. The source node 1 initiates the route discovery by

broadcasting the RREQ packet. RREQ packets contain the following information: (1)

average observed interference at current node for the given channel, (2) the minimum

value of MIIS till the current node, and (3) the number of hops that RREQ packet has

traversed. At the source node, the observed interference (I1) is added in the RREQ

packet. However, since no MIIS value is yet available, so the value is marked as unused

(at the source node only). Moreover, since no hops has yet been traversed, so Hop field

is also set to zero. The broadcast packet sent by node 1 is received by nodes 2, 4 and 6.
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Figure 4.3: An example of RREQ packet contents and route calculations.

On receiving the RREQ packet, node 2 measures the Received Signal strength (RSS)

from node 1 to node 2 (RSS1,2) and then calculates the MIIS1,2 using the received I1 in

RREQ packet and measured RSS1,2 values. The number of hops is also incremented by 1.

The calculated MIIS value, updated hop count and the average observed interference for

the given channel at node 2 are appended into the RREQ packet and then broadcasted

further. The same procedure is performed at nodes 4 and 6, to calculate MIIS value and

then forward the RREQ further.

The RREQ broadcasted by node 2 is received by node 3 and node 4. At node

3, the received RREQ is the first RREQ, and so the same procedure applies as is on

node 2. However, at node 4, this is the second RREQ. The first RREQ is already

received from the source node directly. The node 4 has to decide whether to forward

(i.e., broadcast) this newly received (i.e., second) RREQ or not, based on the received

MIIS value. It is extremely important to understand how the MIIS values are calculated

at this node. The node 4 already has an MIIS value from the previous RREQ packet

(let’s call it previous MIIS). The second RREQ packet also contains an MIIS value

(let’s call it MIIS from RREQ). In addition, the MIIS value from node 2 to node 4,

i.e. MIIS2,4 is also calculated (let’s call it current MIIS). The bottleneck MIIS value

(let’s call it new route MIIS) is calculated for the new RREQ that is the minimum of

MIIS from RREQ and current MIIS. Now, if the value of new RREQ’s MIIS i.e.

new route MIIS is higher than the value of previous RREQ’s MIIS i.e. previous MIIS,
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it means that the new RREQ is better than the previous RREQ, so this new RREQ is

also forwarded further. Otherwise, it will be discarded. Note that the bottleneck value

is the minimum MIIS value of the whole route. Since, in the above consideration, only

two values are available, so minimum of the two has taken, while for route longer than

two hops, the minimum MIIS value among all hops will be considered.

The same procedure of selecting RREQ is applied on all nodes as discussed above,

and the final decision is made at the destination node (node 8). When the destination

node 8 receives first RREQ, it starts a timer to wait for receiving more RREQs (for the

selection of better route). Once the waiting timer expires, the destination node 8 checks

all the received RREQ and selects the one having the highest bottleneck MISS value.

It is important to note that there is no delay at intermediate nodes for forwarding

the RREQs. As soon as the first RREQ or later on, some better RREQ is received

by an intermediate node, it forwards it immediately. This will although increase the

overall routing overhead, but is infact giving more choices to the destination node. The

destination node waits for some time in order to collect all possible RREQs, and then

finally selects the one with the best value. Thus, there is delay only at the destination

node for collecting all possible RREQs.

4.4.2 Route decision with hop count consideration

The higher the MIIS values is, the better the route is. When a node receives the first

RREQ, it stores the MIIS and hop count values and broadcasts it further. If it receives

another RREQ having higher MIIS and lower or same hop count values than the pre-

viously stored ones, it means that the new RREQ has better metric values (and the

better route). Hence, it stores the new MIIS and hop count values by replacing the older

values and broadcasts it as well. However, if the new RREQ has higher MIIS value but

also higher hop count than the previously stored ones, then this newly received route

might not be efficient. To address this problem, we propose a route decision formula that

maintains a balance between higher MIIS and lower hop count values in the routes. Note

that the MIIS value is calculated at each hop and the minimum MIIS value among all

hops (i.e., the bottleneck MIIS value) is considered as the MIIS value for the route and

is represented as MIISminR1 for route R1. The route decision formula is given as follows:

If (
hopsR2

hopsR1
)β ≥ MIISminR2

MIISminR1
then R1 Else R2 (4.4)
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where R1 is the previously stored route and R2 is the newly received route from

RREQ, hopsR1 and hopsR2 are the number of hops in the routes R1 and R2, and

MIISminR1 and MIISminR2 are the MIIS values of routes R1 and R2 respectively.

β ∈ {0, 1} represents the hop count consideration (hcc). β=0 means without hcc, while

β=1 means with hcc.

For ease of understanding, the operation of our proposed route decision formula is

presented through four different cases.

Case 1. New RREQ with same MIIS value but different hop count: In this

case, the RREQ having the lower number of hops will be selected. This case is referred

as hop count optimization.

Case 2. New RREQ with different MIIS value but same hop count: In this

case, the RREQ having the higher MIIS value will be selected. This case is referred as

Interference and SINR optimization.

Case 3. New RREQ with same MIIS value and same hop count: In this case,

the new RREQ will be discarded. This case is referred as routing overhead optimization.

Case 4. New RREQ with different MIIS value and different hop count: In

this case, there will be no fixed behavior and the exact behavior depends on the calcu-

lation of proposed route decision formula.

The decision about the selection of particular route is presented using an example

in Figure 4.4. The nodes shown in green color are the intermediate (relay) nodes, and

the nodes in purple color, labeled as 1 and 8 are the source and destination nodes,

respectively. The arrows between the nodes show the forwarding of RREQ packet to the

neighboring nodes. The values on those arrows show the computed MIIS value between

the current node and the next hop node. For simplicity and better understanding of our

proposed route decision formula, we used some simple MIIS values for explanation.

As presented in Figure 4.4, route decisions are made at two intermediate nodes (node

4 and 5) and at the destination node (node 8). We can see that two RREQs are received

at node 4, which fall under case 1 to make the RREQ selection decision. Node 5 received

two RREQs that fall under case 4. Assuming R1 is the route having two hops and R2

is the route having three hops. By putting the values in the route decision formula in
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Figure 4.4: An example of RREQ packet forwarding and route decision.

Eq. (4.4), RREQ of route R2 is accepted that overrides the previously received RREQ

of route R1. To provide some more insight, assume that the number of hops in R2 is 4

(while keeping all other variables constant), then by putting these values in the formula,

RREQ of R2 is discarded in this case. Lastly, the destination node also receives such

RREQs, and the route decision formula in Eq. (4.4) is applied to make the final route

decision. By putting the values shown in Figure 4.4, route R2 is finally selected. Table.

4.1 presents the detailed route selection that is discussed above in the example.

At destination node, after receiving the first RREQ, it waits for certain time duration

for more RREQs to arrive. After which, it informs the source node about the optimal

route by sending the route reply (RREP) packet that follows the reverse route that the

RREQ packet has traversed.

After receiving the RREP packet, the source node starts sending the data packets.

Each hop node sends the MAC layer acknowledgment of successful reception of data

packets to its previous hop. If the acknowledgment is not received (after retries if used),

the next hop is marked as unreachable and all the nodes that use the particular next

hop link for their routes are informed by broadcasting the route error (RERR) packet.

On receiving the RERR packet by the source node(s), the source node(s) initiates the

route discovery if required.



4.5. PERFORMANCE EVALUATION 100

Table 4.1: Details of route selection of the illustrated example.

Route decision node
Route 1 (R1) Route 2 (R2)

Case type Selection
MIIS

values

No.

of

hops

Minimum

MIIS

value

MIIS

values

No.

of

hops

Minimum

MIIS

value

Node 4 10 1 10 15, 10 2 10 1 R1

Node 5 10, 50 2 10 20, 20,

20

3 20 4 R2

Node 5 (not exem-

plified in figure)

10, 50 2 10 20, 20,

20, 20

4 20 4 R1

Node 8 15, 30,

40

3 15 20, 20,

20, 20

4 20 4 R2

Table 4.2: Simulation parameters.

Parameter Value

Number of D2D UEs 50

D2D UEs mobility Static

Area 500m × 500m

Placement of nodes Random

Traffic load (number of transmissions) 10

Traffic type UDP-CBR

Packet size 1000 bytes

Total number of packets 50

Simulation time for each run 50s

Simulation runs 100

4.5 Performance Evaluation

4.5.1 Simulation Setup and Parameters

MIIS is implemented in OMNeT++ 5.4.1 with INET 4.0 framework. The number of

D2D UEs vary from 50 to 100, the D2D UEs mobility vary from 0 meter/second to 2

meter/second, and the traffic load (number of transmission) range from 1 transmission

to 25 simultaneous transmissions. The default number of D2D UEs is 50, having 10

simultaneous transmissions and no mobility. With the given fixed transmission power,

the transmission range of UEs is 125 meters. All the results are generated with a

confidence interval of 95%. Each simultaneous transmission refers to an end-to-end

communication having a unique source-destination pair that is randomly deployed for

each simulation. The MAC protocol used is Carrier Sense Multiple Access (CSMA). The

simulation parameters are presented in Table 4.2.
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4.5.2 Performance Metrics

• Average hop count is the average number of hops included in the established routes.

A smaller average hop count is favorable [JXQ15; RDS13].

• Routing overhead is the number of control packets exchanged for route establish-

ment. A lower routing overhead is favorable [RMP11].

• Packet loss ratio is the ratio of total number of lost packets to the total number

sent packets. A smaller packet loss ratio is favorable [Abd+20].

• Average end-to-end delay is the average end-to-end delay of all the packets from

source node to destination node. A smaller end-to-end delay is favorable [Sal+17;

Sal+15b].

4.5.3 Comparison Schemes

The performance of MIIS is compared with two existing schemes: Maximum Rate to-

wards Destination (MRD) [RDS13] and Joint Routing and Channel selection (JRC)

[JXQ15]. MRD selects the intermediate nodes having the least interference from CUEs,

hence it selects the intermediate nodes towards the edge of the cell. JRC selects the

intermediate nodes having the stronger SINR, hence it selects the nearest nodes as in-

termediate nodes in the route.

It is important to note that both the schemes cannot be used for comparison in

their true state. This is because, both the schemes are location-based routing schemes,

requiring exact information about the current location of the all the nodes. However it

is assumed in this thesis that knowing the exact locations of all the nodes in the network

might not be feasible (or permitted) due to privacy concerns, so location awareness is not

considered at all. Moreover, the location-based schemes select one candidate neighbor

node as next hop node, and the process continues until the destination node is reached,

this could result in selecting a route that reaches to a dead-end node (i.e. node having

no next hop node in the direction of destination node). In addition, the location based

schemes selects next hop node, based on their proposed metric, however the optimality

of node with respect to complete route can never testified, i.e., the route with bottleneck

values could not be avoided. Conclusively, as the location-based routing schemes are

information-rich, wherein each node has complete information of location of all nodes

in the network, and the route discovery also cannot avoid bottleneck links in the route,

therefore MRD and JRC cannot be used in their true state (i.e., with location-awareness)
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in order to have fair comparison. Instead, the concept of the MRD and JRC is used for

comparison.

Maximum Rate towards Destination (MRD)

The MRD algorithm is implemented without using the location information as follows.

When a node i receives a RREQ packet, the RREQ packet contains the sum of interfer-

ences of all nodes (i.e. Isum) and the hop count (Hops) in the route. The node i calculates

the current interference (i.e., Ii), takes a sum of route interference Isum and current in-

terference Ii, and divides it with the hop count (i.e., Iavg = (Isum + Ii)/(Hops+ 1)). If

the Iavg is lower than the average interference of previously received RREQ (i.e., Iprev),

it means that the new route has overall lesser interference than the previous route, hence

the new RREQ is also forwarded further. Otherwise, node i discards the current RREQ.

Joint Routing and Channel selection (JRC)

The JRC algorithm is implemented much similar to the MRD, however instead of lower

average interference, higher average SINR value is better. When a node i receives a

RREQ packet, the RREQ packet contains the sum of SINR values of all nodes (i.e.

SINRsum) and the hop count (Hops) in the route. The node i calculates the current

SINR (SINRi) from interference Ii, takes a sum of route SINR (SINRsum) and cur-

rent SINR (SINRi), and divides it with the hop count (i.e., SINRavg = (SINRsum +

SINRi)/(Hops + 1)). If the SINRavg is higher than the average SINR of previously

received RREQ (i.e., SINRprev), it means that the new route has overall higher SINR

than the previous route, hence the new RREQ is also forwarded further. Otherwise,

node i discards the current RREQ.

4.5.4 Results and Discussions

In this section, MIIS with varying values of α={0, 0.25, 0.5, 0.75, 1} and β={0,1} is

evaluated and compared with MRD and JRC. When the value of α is close to 0, MIIS

gives more preference to interference metric, while when the value of α is close to 1, MIIS

gives more preference to SINR metric. β=0 means without hop count consideration

(hcc), while β=1 means with hcc. In our evaluation, MIIS with α=0 and β=0 behaves

as interference-based scheme without hcc, while MIIS with α=1 and β=0 behaves as

SINR-based scheme without hcc. MIIS with α=0 and β=1 behaves as interference-

based scheme with hcc, while MIIS with α=1 and β=1 behaves as SINR-based scheme
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Figure 4.5: Average hop count for varying node density.

with hcc.

4.5.4.1 Effects of Node Density (Varying Number of Nodes)

This section evaluates the effect of node density (i.e., varying number of nodes) from

50 to 100 in the network. Figure 4.5 shows the average hop count for varying number

of nodes for MIIS (different variants), MRD and JRC. All variants of MIIS outperform

MRD and JRC by achieving lower average hop count (i.e., almost six). The effect of

hop count consideration can be seen for interference-based MIIS without hcc and SINR-

based MIIS without hcc that have higher average hop counts than interference-based

MIIS with hcc and SINR-based MIIS with hcc, respectively. However, the SINR-based

MIIS without hcc has comparatively much higher hops than SINR-based MIIS with hcc,

because it tries to use as much closer nodes as possible to achieve higher SINR regardless

of the hop count. JRC and MRD perform the worst among all and achieve much higher

average hop count because of taking longer route in MRD and higher number of closer

nodes in JRC. Overall, MRD performs the worst resulting in an average hop count of

up-to around thirteen hops, i.e., around 216% higher than MIIS.

Figure 4.6 shows routing overhead for varying number of nodes. For all the increas-

ing number of nodes, all variants of MIIS achieve very low and almost similar routing

overhead, while for MRD and JRC, the routing overhead keeps increasing significantly.

Among all routing control packets, the flooding of RREQ packets is the main rea-
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Figure 4.6: Routing overhead for varying node density.

son of routing overhead. The MIIS schemes limit the flooding of RREQ packets by

maintaining a maximum value of the routing metric. The new RREQ is forwarded (i.e.

broadcasted again) by intermediate nodes only if it contains higher value of MIIS metric

(than previously processed RREQ). Thus, it restricts the flooding of RREQ packets and

hence, the overall routing overhead is much smaller. The MRD and JRC select route

involving higher number of hops, and therefore, the routing control packets are exchange

among higher number of nodes, thus with the increase in number of nodes, routing over-

head also keeps increasing significantly. The SINR-based MIIS without hcc (an MIIS

variant) tries to use as much closer nodes as possible, resulting in comparatively much

higher routing overhead than all other MIIS variants. Overall, MIIS performs the best,

while MRD performs the worst. MIIS with α=0.5 is able to achieve around 1075% and

670% less routing overhead than MRD and JRC, respectively.

Figure 4.7 shows packet loss ratio for varying number of nodes. When the number

of nodes in the network are 50, all schemes except MRD exhibit the similar packet loss

ratio of around 14%, while MRD has much higher packet loss ratio of around 18%.

As the number of nodes keeps increasing, the packet loss ratio of all MIIS variants keep

reducing by taking the advantage of availability of higher number of nodes in the network.

However, it is inverse for MRD and JRC, and when the number of nodes in the network

increases, their packet loss ratio also keep increasing. This is because, MRD selects more

nodes having lower interference, thus causing longer route. While JRC selects more and
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Figure 4.7: Packet loss ratio for varying node density.

more closer nodes to achieve higher SINR. The MIIS schemes without hcc have slightly

higher packet loss ratio than their counterpart MIIS schemes with hcc. This is because

since they use longer routes and routes having more closer nodes regardless of the hop

count, therefore, incur more collisions among data packets, resulting in slightly higher

packet loss ratio. Overall, MIIS performs the best, while MRD performs the worst and

JRC performs the second worse. MIIS is able to achieve around 545% and 365% less

packet loss ratio than MRD and JRC, respectively.

Note that higher packet loss ratio in MRD and JRC also contributes in their higher

routing overhead. This is because, with more packet loss ratio, the route breaks more

often thus have more route discoveries, resulting in significantly higher routing overhead

in MRD and JRC as compared to MIISs’ variants. Moreover, the higher hop count also

contributes to higher routing overhead in MRD and JRC.

Figure 4.8 shows average end-to-end delay for varying number of nodes. When the

number of nodes in the network are 50, all MIIS variants exhibit almost similar end-to-

end delay of around 0.6 seconds, while the MRD and JRC exhibit slightly lower end-to-

end delay of around 0.5 seconds. As the number of nodes keep increasing, the end-to-end

delay of all MIIS variants keep reducing. This is because of selecting better routes by

taking the advantage of availability of higher number of nodes in the network, causing

routes having lower end-to-end delay. However, it is inverse for MRD and JRC, and

when the number of nodes in the network increases, MRD selects longer routes and JRC

selects routes having higher number of hops, that increase the delay of data packets.
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Figure 4.8: End-to-end delay for varying node density.

Figure 4.9: Average hop count for varying nodes mobiltiy.

MIIS with α=0.5 achieves the least end-to-end delay in most of the cases because it

makes a balance between interference and SINR values for the selection of intermediate

nodes in the route.

4.5.4.2 Effects of Varying Nodes Mobility

This section evaluates the effect of varying nodes mobility from 0mps to 2mps. Figure 4.9

shows the average hop count for varying mobility in the network. The average hop count

of each scheme is almost constant for all varying speeds. This is because each scheme
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Figure 4.10: Routing overhead for varying nodes mobiltiy.

selects the routes based on the underlying routing metric and using the fixed number of

nodes (i.e., fifty nodes). All MIIS variants outperform MRD and JRC schemes by achiev-

ing lower average hop count. They achieve average hop count of around five hops except

for SINR-based MIIS scheme without hcc, which achieve average hop count of around six

hops. SINR-based MIIS scheme without hcc tries to use as much closer nodes as possible

to achieve higher SINR regardless of the hop count, so has comparatively higher hops

than other MIIS variants. In general, MIIS schemes without hcc causes higher hop count

than their counterparts with hcc, because of simply not caring for any hcc. JRC and

MRD performs the worst as expected among all and achieve much higher average hop

count because of taking longer routes in MRD and higher number of closer nodes in JRC.

Figure 4.10 shows the routing overhead for varying mobility in the network. The

routing overhead for all schemes increases with the increasing mobility in the network.

This is because for increasing mobility, although the average hop count is similar, however

the routes break occur more frequently and hence, D2D UEs exchange more routing

control packets for establishing new routes, causing higher routing overhead.

For increasing mobility, all MIIS variants with hcc achieve very low and almost similar

routing overhead (or slightly increasing routing overhead with increasing values of α),

while for MRD and JRC, the routing overhead is significantly high. For MIIS variants

without hcc, the routing overhead is slightly higher than their counterpart MIIS with

hcc but much lower than MRD and JRC.
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Figure 4.11: Packet loss ratio for varying nodes mobiltiy.

Note that the for MIIS with hcc, the routing overhead slightly increases for increasing

values of α because when the value of α moves towards one, MIIS gives higher preference

to SINR metric and hence, the established routes involves slightly higher hop count, and

hence the routing overhead is naturally slightly higher.

Figure 4.11 shows the packet loss ratio for varying mobility in the network. The

packet loss ratio of all the schemes keeps increasing because as the mobility increases,

firstly, the chances of route breakages increase, and secondly, it might also be possible

that with increasing mobility, no routes could be established. MRD has the highest

packet loss ratio, while all MIIS variants and JRC have the similar packet loss ratio.

Figure 4.12 shows the average end-to-end delay for varying node mobility. The end-

to-end delay for all the schemes increases with the increasing mobility. This is because

of frequent route breakages due to high mobility which cause the nodes to establish the

routes again before sending/relaying data packets. Moreover, for each varying mobility,

the end-to-end delay of all the schemes is almost similar. This is because the number of

nodes are fixed to 50 and as we have seen in Figure 4.8 that when number of nodes are

50, the end-to-end delay of all the schemes is similar. The end-to-end delay of MRD and

JRC are lower than all MIIS variants. This is because since their packet loss is higher,

therefore the lost packets are not involved in the calculation of end-to-end delay, hence

their end-to-end delay are naturally lower.
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Figure 4.12: End-to-end delay for varying nodes mobility.

Figure 4.13: Average hop count for varying traffic load.

4.5.4.3 Effects of Varying Traffic Load

This section evaluates the effect of varying traffic load (i.e., number of simultaneous

data transmissions) from 1 to 25. Figure 4.13 shows the average hop count for varying

traffic load in the network. The average hop count of each scheme is almost the same

for varying traffic load. This is because each scheme selects the routes based on the

underlying routing metric, hence, for all the data transmissions, since the underlying

routing metric is the same, therefore average hop count is similar. All MIIS variants

outperform MRD and JRC by achieving lower average hop count. They achieve average
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Figure 4.14: Routing overhead for varying traffic load.

hop count of around five hops except for SINR-based MIIS scheme without hcc, which

achieve average hop count of around six hops. SINR-based MIIS scheme without hcc

tries to use as much closer nodes as possible to achieve higher SINR regardless of the

hop count, so have comparatively higher hops than other MIIS variants. JRC and MRD

performs the worst as expected among all and achieve much higher average hop count

because of taking longer route in MRD and higher number of closer nodes in JRC.

Figure 4.14 shows routing overhead for varying traffic load. When there is one data

transmission, the routing overhead for all the schemes is negligible. With the increase in

the traffic load, all MIIS variants achieve very low and almost similar routing overhead,

while for MRD and JRC, the routing overhead keeps increasing significantly. This is

because for varying traffic load, although the average hop count is similar, however the

packet loss ratio increases with the increasing traffic load which also results in more route

breakages. Hence, on route breakages, the D2D UEs exchange routing control packets

for establishing new routes, thus causing higher routing overhead. Note that for MIIS,

the routing overhead slightly increases for increasing values of α because when the value

of α moves towards one, the MIIS gives higher preference to SINR metric and therefore,

the established routes involves slightly higher hop count, and hence the routing overhead

is naturally slightly higher.

Figure 4.15 shows packet loss ratio for varying traffic load. When the traffic load
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Figure 4.15: Packet loss ratio for varying traffic load.

(i.e., number of simultaneous data transmissions) increases, the packet loss ratio of all

the schemes keep increasing because, firstly, there are higher chances of having the same

set of intermediate nodes in multiple routes that causes contention and packets drop.

Secondly, there is higher chance of collision among data packets causing packets to be

dropped. There is an interesting behavior. The packets loss ratio of all the schemes re-

mains almost constant until ten simultaneous transmissions, however increases linearly

above ten simultaneous transmissions. This is because the network has the capacity to

handle ten simultaneous transmissions, however the network performance starts degrad-

ing above ten simultaneous transmissions that causes higher packet loss. Overall, MRD

and JRC have higher packet loss ratio, while all MIIS variants have lower and similar

packet loss ratio.

Figure 4.16 shows end-to-end delay for varying traffic load. The end-to-end delay

for all the schemes increases with the increasing traffic load. This is because a D2D UE

can be involved as intermediate node in multiple routes, and therefore, if it receives data

packets to relay from some routes while it is already relaying data packets of another

route, it has to en-queue the packets. Moreover, for each varying traffic load, the end-to-

end delay of all the schemes is almost the same. This is because the number of nodes are

fixed to 50 and as we have seen in Figure 4.8 that when number of nodes are 50, the end-

to-end delay of all the schemes are similar. Similar to packet loss ratio in Figure 4.15,

the end-to-end of all the schemes remains almost constant until ten simultaneous trans-
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Figure 4.16: End-to-end delay for varying traffic load.

missions, however increases linearly above ten simultaneous transmissions. The reason

is similar, i.e., the network has the capacity to handle ten simultaneous transmissions,

however the network performance starts degrading above ten simultaneous transmissions

and causes higher end-to-end delay. The end-to-end delay of MRD and JRC are lower

than all MIIS variants. This is because since their packet loss is higher, therefore the lost

packets are not involved in the calculation of end-to-end delay, hence their end-to-end

delay are naturally lower.

4.5.5 Insights

The average hop count increases with the increasing number of nodes, however stays

almost constant for varying nodes mobility and varying traffic load. This is very natural

because when there are more number of available nodes, each scheme establishes routes

according to them and causing the longer (and better in MIIS) routes having higher hop

count. However, since the number of nodes are fixed (i.e., 50 nodes) in varying nodes

mobility and varying traffic load, therefore the average hop count is similar for them.

Overall, MRD performs the worst causing much higher hop count (i.e., around fourteen

hops) while JRC performs the second worst (i.e., around eleven hops). All MIIS variants

achieve very low and almost similar hop count (i.e., around six hops). The general trend

of MIIS is that the average hop count slightly increases with the increasing values of α.

Interference-based MIIS with hcc outperforms all the schemes by achieving the lowest
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hop count, while SINR-based MIIS without hcc causes slightly higher hop count than

other variants of MIIS.

The routing overhead increases with the increasing number of nodes, nodes mobility

and traffic load. However, there are different behavior observed for the schemes. MRD

and JRC have significant increase in routing overhead (i.e., around 40k and 30k, respec-

tively) with the increasing number of nodes and traffic load, while have slight increase

in routing overhead (i.e., around 13k and 11k, respectively) with the increasing nodes

mobility. All variants of MIIS have slight increase in routing overhead (i.e., around 4k

packets) with the increasing number of nodes and nodes mobility, while have significant

increase in routing overhead (i.e., around 10k packets) with the increasing traffic load

(however, still much lower than MRD and JRC). The general trend of MIIS is that the

routing overhead slightly increases with the increasing values of α (i.e., similar trend

like average hop count). Interference-based MIIS with hcc outperforms all the schemes

by achieving the lowest routing overhead, while SINR-based MIIS without hcc causes

slightly higher routing overhead than other variants of MIIS. For increasing nodes mo-

bility, Interference-based MIIS without hcc causes slightly higher routing overhead than

other MIIS variants.

The packet loss ratio of all the schemes is almost similar and increases with the

increasing nodes mobility and traffic load (MRD and JRC still having slightly higher

packet loss ratio than all MIIS variants). For increasing traffic load, the packets loss ratio

of all the schemes remains almost constant until ten transmissions (i.e., around 15% on

average), however increases linearly above ten transmissions (i.e., around 30%, 40%

and 45% packet loss ratio on average for fifteen, twenty and twenty-five transmissions,

respectively). There is an interesting observation for increasing number of nodes (as

discussed in Section 4.5.4.1). With the increasing number of nodes, the packet loss ratio

reduces for all MIIS variants (i.e., upto 6%), while increases for MRD and JRC (i.e., upto

30% and 20%, respectively). SINR-based MIIS with hcc outperforms all the schemes in

most of the cases by achieving the lowest packet loss ratio.

The end-to-end delay exhibit the similar behavior like packet loss ratio as discussed

above.

To summarize, Interference-based MIIS with hcc is best suitable for scenarios where

minimizing the routing overhead is more important and that can tolerate slightly higher

packet loss ratio and end-to-end delay. While, SINR-based MIIS with hcc is best suit-

able for scenarios where minimizing the packet loss ratio and end-to-end delay is more

important and that can tolerate slightly higher routing overhead.
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4.6 Summary

A novel routing metric that selects routes having higher SINR while being conscious

about lower interference at the same time, is proposed. The proposed scheme can be

applied to in-coverage, partial-coverage and out-of-coverage network scenarios. It makes

route decisions without using any kind of geographical location information and can

operate under various network dynamics (such as high density, high mobility and high

traffic load). The proposed scheme is compared with two existing schemes and can

minimize the average hop count, routing overhead and packet loss ratio.

In the next chapter, the problem of high routing overhead is solved by utilizing

the presence of BS for taking route decisions. The BS has the global view of the whole

network and thus it can easily adapt whole network between different routing techniques

based on different network circumstances. The reactive routing and proactive routing

have shown lower routing overhead under specific network scenarios, and the BS takes

advantage of each. Moreover, flooding of routing packets as in distributed networks is

not required in presence of the central control entity, which reduces the routing overhead.
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Chapter 5

Reactive and Proactive

Centralized Routing Protocols

This chapter focuses on centralized routing techniques and proposed reactive and proac-

tive centralized routing for establishing routes in D2D communications in which the

routes are formed by BS for a given cell. The routes are established on-demand in

reactive routing, while periodically in proactive routing. The centralized routing in

comparison to distributed routing reduces the routing overhead by avoiding the flooding

of route requests. This chapter presents the algorithms and procedures of reactive and

proactive centralized routing. It evaluates their performance by using MIIS, our pro-

posed routing metric in Chapter 4 through simulations in terms of average hop count,

routing overhead, packet loss ratio and end-to-end delay by comparing with existing

works. The performance is evaluated for the effects of varying number of nodes, nodes

mobility and traffic load.

5.1 Introduction

In D2D communication, users forward data to each other without having any interven-

tion from the infrastructure network/base station/operator. However, the communica-

tion can be governed by the base station (BS), in which case the BS will be responsible

for authorizing and establishing the connection among D2D users. BS will also be re-

sponsible for maintaining a minimum required Quality of Service (QoS) level throughout

the period of communication. In addition, mobility and handover management can also

be easily managed by BS. If the communication is not under the control of BS, then
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D2D communication behaves like an ad hoc network.

When two users that are not in the transmission range of each other want to commu-

nicate, multihop route is required to be established between them. We take advantage

of the existence of BS for establishment and maintenance of a route. The supervision of

BS helps in identifying the best route among all candidate routes due to the global net-

work knowledge which is very difficult in distributed schemes (where nodes take decision

autonomously) due to only limited local available information. It also helps in reducing

the routing overhead significantly by avoiding the flooding of route requests (RREQs).

We propose reactive and proactive centralized routing schemes in which the BS es-

tablishes the routes on-demand or periodically, respectively. The centralized routing in

comparison to distributed routing reduces the routing overhead by avoiding the flooding

of route requests. The reactive routing provides lower routing overhead in high density

networks with low traffic load. The proactive routing is preferred for other network sce-

narios. The system model for both reactive and proactive centralized routing schemes

is the same as in Figure 4.1.

5.2 Related Work

Most of the works found in the literature for routing in multihop D2D networks do

not take advantage of the presence of central entity for taking the route decision, and

thus are distributed in nature. However, some centralized solutions exist for tree-based

routing [WL07], location-based routing [CPGF16; Wu+16; Par16] and topology-based

routing. In tree-based routing, all the existing schemes are proactive in nature, since a

central node (i.e., BS) needs to be periodically updated in order to maintain the tree

structure. In location-based routing, each node is assumed to inform about its cur-

rent location to a location server. The location server is then responsible to provide

the location of a destination node to the source node during connection establishment.

In topology-based routing, the existing proactive centralized schemes include multihop

cellular network (MCN) routing [AMM01], base-centric routing (BCR) [HL02], cellular-

based source routing (CBSR) [LYC03] and light dark routing (LDR) [Han+06]. In

proactive centralized schemes, each node continuously forwards the updated neighbor-

hood table to the BS through hello packets either periodically or when there is a change

in the topology. The BS then draws the network topology graph.

Due to high energy consumption in regular updates for all these three scheme, e.g.,

in tree-based routing for maintaining the tree structure, in location-based routing for
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sending location information to the server, and in topology-based centralized proactive

routing for forwarding the periodic/on-demand hello packets and sending neighborhood

table to the BS, such schemes are not suitable for most of the energy-conscious ap-

plications. Moreover, none of the topology-based centralized proactive routing scheme

discussed the high routing overhead incurred due to regular updates. Although the

routing overhead is discussed in CBSR, but it takes account of only route discovery

packets like route request (RREQ), route reply (RREP) and route error (RERR), with-

out considering the high overhead incurred in topology update packets like hello and

neighborhood table status packets.

To the best of our knowledge, there does not exist reactive centralized topology-

based routing scheme for D2D communications. We propose a novel route discovery

mechanism, i.e., reactive centralized routing, which is further extended as proactive cen-

tralized routing that can reduce the routing overhead to a great extent. The proposed

scheme takes advantage of reactive and proactive routing in different network condi-

tions/scenarios which can enhance the network performance in terms of reduced routing

overhead, lower packet loss ratio and delay.

5.3 Reactive Centralized Routing

In reactive centralized routing scheme, the BS is responsible for establishing and main-

taining the routes between the nodes in its cell. Whenever a D2D UE wants to com-

municate with another D2D UE, it asks for a route from BS by sending a route request

(RREQ) packet. The BS then checks whether it has up-to-date network topology graph.

If yes, it calculates the route from network topology graph and send the route to source,

destination and intermediate nodes. Otherwise, it enqueues the request and initiates

neighbor discovery process by broadcasting the neighbor table request (NTREQ) packet

to all nodes in the network. If another node request a route once neighbor discovery

process is started, the BS also enqueues the request until the neighbor discovery process

is completed.

Upon receiving the NTREQ, all nodes in the network schedule a neighbor discovery

completion timer and start exchanging hello packets for neighbor discovery. The hello

packet contains information required for the route establishment, such as the observed

average interference from CUE and the transmission power in order to calculate the

RSS at the neighbor nodes. On receiving hello packets, each node maintains the list

of its neighboring nodes along-with their interference and other required information.
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On expiration of neighbor discovery completion timer, the nodes are expected to have

discovered all their neighbors and each node shares its neighbor table with BS by sending

neighbor table reply (NTREP) packet.

After receiving neighbor tables from all the nodes, the BS constructs a complete

network topology graph. This network topology graph will be valid until next topolo-

gyLifetime duration. The BS uses network topology graph to calculate routes for all

the requested nodes. It then communicates each calculated route to all participating

nodes (i.e., source, destination and intermediate nodes) by sending route reply (RREP)

packets. On receiving RREP packets, the nodes add the received route to their routing

table and update their next hop and previous hop nodes to reach source and destination

nodes. The source node then starts data transmissions to the destination node.

At any time instant, if any participating node in an active route identifies a link break,

it sends a route error (RERR) packet to the BS. The BS then immediately informs

the source node about route breakage by sending route break (RBREAK) packet so

that source node can promptly stop its current data transmission to avoid any further

packet loss. The BS then calculate a new route for the affected source node using the

route discovery mechanism discussed above and sends the newly calculated route to all

participating nodes.

It is important to note that there is no flooding of control packets as in the distributed

routing. Therefore routing overhead is minimal in centralized routing strategy.

Algorithm 1 presents the six main steps of route establishment in reactive centralized

routing.

Algorithm 1: List of steps in reactive centralized routing

1 D2D UE sends RREQ to BS

2 if not up-to-date network topology graph then

BS broadcasts NTREQ

else

goto step 5

3 Hello packet exchange by UEs (to update neighbors)

4 UEs send NTREP to BS

5 BS constructs network topology graph

6 BS calculate route and send RREP to all participating D2D UEs

For better understanding, an illustrative figure presenting the operation of route
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Figure 5.1: Reactive Centralized routing mechanism.

discovery procedure of reactive centralized routing is presented in Figure 5.1. The source

D2D UE (red colored UE) sends RREQ (step 1) to BS in order to communicate with

destination D2D UE (red colored UE). The BS broadcasts NTREQ (step 2) to whole

network. All D2D UEs on receiving NTREQ, start exchanging Hello packets (step 3)

and subsequently, send NTREP (step 4) to BS. The BS then calculates the route (step

5) and finally sends RREP (step 6) to all source, destination and intermediate nodes

(red and blue colored UEs)

5.4 Proactive Centralized Routing

The reactive centralized routing is extended to proactive centralized routing. In proactive

centralized routing, unlike reactive centralized routing in which the BS updates the

network topology graph only when nodes request for route, the BS periodically keeps an

up-to-date network topology graph. Hence, it broadcasts NTREQ packets periodically

after each topologyLifetime duration. Similar to reactive centralized routing, the D2D



5.5. PERFORMANCE EVALUATION 120

UEs upon receiving NTREQ start exchanging Hello packets to maintain neighbor table

and then send NTREP packets to BS containing their neighbor tables. Upon receiving

NTREP packets, the BS updates its network topology graph. In this manner, the BS

has up-to-date network topology graph at periodic intervals and when a node asks for

a route, it immediately calculates the route and sends the RREP to participate nodes.

However, there could one issue. If any participating node in an active route identifies a

link break and informs about it to BS through RERR, the BS either calculates a new

route from its existing network topology graph, which might be stale and calculates the

same problematic route as last time, or it waits for the network topology graph to be

updated in the next cycle and then sends RREP to participating nodes that can increase

the delay.

Algorithm 2 presents the six main steps of route establishment in proactive central-

ized routing.

Algorithm 2: List of steps in proactive centralized routing

loop (after every topologyLifetime duration)

1: BS periodically broadcasts NTREQ

2: Hello packet exchange by UEs (to update neighbors)

3: UEs send NTREP to BS

4: BS constructs network topology graph

end loop

5: D2D UE sends RREQ to BS

6: BS calculate route and send RREP to all participating D2D UEs

5.5 Performance Evaluation

5.5.1 Simulation Setup and Parameters

MIIS is implemented in OMNeT++ 5.4.1 with INET 4.0 framework. The number of

D2D UEs vary from 50 to 100, the D2D UEs mobility vary from 0 meter/second to 2

meter/second, and the traffic load (number of transmission) range from 1 transmission

to 25 simultaneous transmissions. The default number of D2D UEs is 50, having 10

simultaneous transmissions and no mobility. With the given fixed transmission power,

the transmission range of UEs is 125 meters. All the results are generated with a

confidence interval of 95%. Each simultaneous transmission refers to an end-to-end
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Table 5.1: Simulation parameters.

Parameter Value

Number of D2D UEs 50

D2D UEs mobility Static

Area 500m × 500m

Placement of nodes Random

Traffic load (number of transmissions) 10

Traffic type UDP-CBR

Packet size 1000 bytes

Total number of packets 50

Simulation time for each run 50s

Simulation runs 100

communication having a unique source-destination pair that is randomly deployed for

each simulation. The MAC protocol used is Carrier Sense Multiple Access (CSMA). The

simulation parameters are presented in Table 5.1.

5.5.2 Performance Metrics

• Average hop count is the average number of hops included in the established routes.

A smaller average hop count is favorable [JXQ15; RDS13].

• Routing overhead is the number of control packets exchanged for route establish-

ment. A lower routing overhead is favorable [RMP11].

• Packet loss ratio is the ratio of total number of lost packets to the total number

sent packets. A smaller packet loss ratio is favorable [Abd+20].

• Average end-to-end delay is the average end-to-end delay of all the packets from

source node to destination node. A smaller end-to-end delay is favorable [Sal+17;

Sal+15b].

5.5.3 Comparison Schemes

The performance of MIIS is compared with two existing schemes: Maximum Rate to-

wards Destination (MRD) [RDS13] and Joint Routing and Channel selection (JRC)

[JXQ15]. MRD selects the intermediate nodes having the least interference from CUEs,

hence it selects the intermediate nodes towards the edge of the cell. JRC selects the

intermediate nodes having the stronger SINR, hence it selects the nearest nodes as in-

termediate nodes in the route.
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5.5.4 Results and Discussions

In this section, MIIS with varying values of α={0, 0.25, 0.5, 0.75, 1} and β={0,1} is

evaluated and compared with MRD and JRC. When the value of α is close to 0, MIIS

gives more preference to interference metric, while when the value of α is close to 1, MIIS

gives more preference to SINR metric. β=0 means without hop count consideration

(hcc), while β=1 means with hcc. In our evaluation, MIIS with α=0 and β=0 behaves

as interference-based scheme without hcc, while MIIS with α=1 and β=0 behaves as

SINR-based scheme without hcc. MIIS with α=0 and β=1 behaves as interference-

based scheme with hcc, while MIIS with α=1 and β=1 behaves as SINR-based scheme

with hcc.

5.5.4.1 Effects of Node Density (Varying Number of Nodes)

This section evaluates the effect of node density (i.e., varying number of nodes) from 50

to 100 in the network. Figure 5.2 (a) and (b) show the average hop count of reactive and

proactive centralized routing for varying number of nodes for MIIS (different variants),

MRD and JRC. All MIIS variants outperform MRD and JRC by achieving lower average

hop count (i.e., almost five hops).

With the increase in the number of nodes in the network, the number of hops for all

MIIS variants with values of α ≤ 0.75, tend to decrease a little. This is to take advantage

of higher number of nodes and find routes with less number of hops. Conversely, the

hop counts for MRD, JRC and SINR-based MIIS without hcc tend to increase with the

increase in the number of nodes. This is because MRD takes more and more longer route

with the availability of higher number of nodes in order to reduce interference. JRC and

SINR-based MIIS without hcc select as much closer nodes as possible to achieve higher

SINR, resulting in increase in number of hops with the increase in the number of nodes.

Overall, MRD performs the worst achieving an average hop count of up-to around

twenty one hops (in proactive routing), i.e., around 457% higher than MIIS.

The average hop count does not have much effect of the centralized technique used,

therefore reactive and proactive routing provide similar results. They result in higher

average hop count than distributed reactive routing (presented in Figure 4.5). This is

because, in distributed routing, the best route is usually not achieved due to the col-

lisions of RREQ packets while flooding. These higher hops yet optimal routes from

centralized routing significantly improved the performance in terms of packet loss ratio,

end-to-end-delay and routing overhead, as will be discussed next.
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(a) Reactive.

(b) Proactive.

Figure 5.2: Average hop count for Reactive and Proactive Centralized Routing for vary-

ing node density.

Figure 5.3 (a) and (b) show routing overhead of reactive and proactive centralized

routing for varying number of nodes for MIIS (different variants), MRD and JRC. With

the increase in the number of nodes, the routing overhead also increases, as more number

of nodes participate in the route discovery.

The routing overhead increases gradually with the increase in number of nodes in

proactive routing. The proactive routing has higher routing overhead than reactive
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(a) Reactive.

(b) Proactive.

Figure 5.3: Routing overhead for Reactive and Proactive Centralized Routing for varying

node density.

routing, because proactive routing continuously update the routing tables regardless of

whether any node needs a route or not. However, reactive routing updates the routing

tables only when demanded by a node (provided the previous routing table is expired,

if any). In summary, the proactive routing depends on the number of nodes and thus

increases gradually, while reactive routing depends on the total number of data trans-

missions and thus total number of routes required, and so there is slow increase in its

routing overhead.
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MRD and JRC use the availability of higher number of nodes to establish routes with

lesser interference (causing longer routes) in MRD and more number of closer nodes hav-

ing stronger SINR in JRC, which increase the total number of hops in the route, and also

results in higher routing overhead. The effect on MRD and JRC is significant in reactive

routing, however is insignificant in proactive centralized routing. This is because in re-

active routing, the packet loss ratio (as discussed next) for MRD and JRC increases with

the increasing number of nodes, resulting in more frequent route breakages, therefore

the increase in routing overhead of MRD and JRC is very natural.

Figure 5.4 (a) and (b) show packet loss ratio of reactive and proactive centralized

routing for varying number of nodes for MIIS (different variants), MRD and JRC. When

the number of nodes in the network are 50, all MIIS variants exhibit the similar packet

loss ratio of around 6% to 8%, while MRD and JRC has much higher packet loss ratio of

around 12%. As the number of nodes keeps increasing, the packet loss ratio of all MIIS

variants schemes keep reducing upto around 3%, by taking the advantage of availability

of higher number of nodes in the network. The packet loss ratio of JRC also reduces upto

around 9%. However, it is inverse for MRD and the packet loss ratio keep increasing

upto around 21%. Thus, increase in the number of nodes, result in similar effect on the

average hop count and the packet loss ratio.

In reactive centralized routing, the MRD, with the increase in number of nodes,

selects more and more number of nodes having lower interference, resulting in longer

route and increases the probability of packet collisions, and hence causes higher packet

loss ratio. Overall, MIIS performs the best, while MRD performs the worst. MIIS

is able to achieve around 700% and 350% less packet loss ratio than MRD and JRC,

respectively.

The trend of packet loss ratio of reactive routing is very similar to packet loss ratio

in Chapter 4. However, the packet loss ratio in proactive routing is very less, which

is a very surprising behavior. The possible reason of higher packet loss ratio in reac-

tive routing might be because of non-coordinated route discovery which might overload

the network, while is not the case in proactive routing due to coordinated route discovery.

Figure 5.5 (a) and (b) show average end-to-end delay of reactive and proactive cen-

tralized routing for varying number of nodes for MIIS (different variants), MRD and

JRC. As the number of nodes keep increasing, the end-to-end delay of all schemes keep

reducing. This is by selecting better routes by taking the advantage of availability of



5.5. PERFORMANCE EVALUATION 126

(a) Reactive.

(b) Proactive.

Figure 5.4: Packet loss ratio for Reactive and Proactive Centralized Routing for varying

node density.

higher number of nodes in the network, causing routes having lower end-to-end delay.

The reactive routing has higher end-to-end-delay than proactive routing. This is

because, when a node requires a route to the destination node, it request the BS, which

further initiates the route discovery (if route not already available or routing table is

not up-to-date), resulting in higher waiting time and thus the overall delay increases

accordingly. Due to the same reason in reactive “distributed” routing, the flooding of

RREQ packets in the whole network consumes high amount of time, which also results in
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(a) Reactive.

(b) Proactive.

Figure 5.5: End-to-end delay for Reactive and Proactive Centralized Routing for varying

node density.

significantly higher waiting time for the route and thus overall delay was also significantly

higher (as discussed in Section 4.5.4.1). However, in proactive centralized routing, the

BS maintains the up-to-date routing tables all the times, so whenever a node requires a

route, it is provided immediately, causing lower waiting time for route and accordingly,

lower end-to-end delay.

The end-to-end delay of MRD and JRC are lower than all MIIS variants. This is

because since their packet loss is higher, therefore the lost packets are not involved in
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the calculation of end-to-end delay, hence their end-to-end delay are naturally lower.

To summarize, note that end-to-end delay depends on many factors. The end-to-end

delay decreases with the increase in number of nodes in the network. This is because,

with the availability of more number of nodes, the same node is used by less number

of routes, and thus the overall burden on each node for forwarding the data of other

nodes is lesser, and hence data packets do not have to en-queue for longer time. The

end-to-end delay also depends upon number of hops in the route, as higher the number

of hops, the higher the delay incurred to reach the destination node. The end-to-end

delay also depends on packet loss ratio, as higher the packet loss ratio is, the more the

route breakages are, thus more waiting time to discover new route, and finally higher

end-to-end delay, since it consists of route discovery time as well. Conclusively, it has

been seen that with the increase in number of nodes, packet loss ratio decreases due to

more better route options, all contributes to lessening the end-to-end delay.

5.5.4.2 Effects of Varying Nodes Mobility

This section evaluates the effect of varying nodes mobility from 0mps to 2mps. Figure

5.6 (a) and (b) show the average hop count of reactive and proactive centralized rout-

ing for varying mobility in the network for MIIS (different variants), MRD and JRC.

The average hop count of each scheme is almost constant for all varying speeds. This

is because each scheme selects the routes based on the underlying routing metric, and

using the fixed number of nodes (i.e., fifty nodes). All MIIS variants outperform MRD

and JRC by achieving lower average hop count. SINR-based MIIS scheme without hcc

tries to use as much closer nodes as possible to achieve higher SINR regardless of the

hop count, so have comparatively higher hops than other MIIS variants. In general, all

MIIS variants without hcc achieve higher hop count than their counterparts with hcc,

because of simply not caring for hcc. JRC and MRD performs the worst as expected

among all and achieve much higher average hop count because of taking longer route in

MRD and higher number of closer nodes in JRC.

Figure 5.7 (a) and (b) show the routing overhead of reactive and proactive routing

for varying mobility in the network for MIIS (different variants), MRD and JRC.

The routing overhead for all schemes increases with the increased mobility in the net-

work. This is because for increasing mobility, although the average hop count is similar,

however the routes breakage occur more frequently and hence, D2D UEs exchange more
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(a) Reactive.

(b) Proactive.

Figure 5.6: Average hop count for Reactive and Proactive Centralized Routing for vary-

ing nodes mobility.

routing control packets for establishing new routes, causing higher routing overhead.

For increasing mobility, all MIIS variants achieve very low and almost similar routing

overhead, while for MRD and JRC, the routing overhead is significantly high. MRD

and JRC use the availability of higher number of nodes to establish routes with lesser

interference (causing longer routes) in MRD and more number of closer nodes having
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(a) Reactive.

(b) Proactive.

Figure 5.7: Routing overhead for Reactive and Proactive Centralized Routing for varying

nodes mobility.

stronger SINR in JRC, which increase the total number of hops in the route, and also

results in higher routing overhead. The difference of MRD and JRC with the all MIIS

variants is significant in reactive routing while it is insignificant in proactive routing.

The quite similar behavior is observed in routing overhead for varying number of nodes

in Section 5.5.4.1, which is because the higher packet loss ratio causes more frequent
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(a) Reactive.

(b) Proactive.

Figure 5.8: Packet loss ratio for Reactive and Proactive Centralized Routing for varying

nodes mobility.

route breakages, and hence higher routing overhead.

Figure 5.8 (a) and (b) show the packet loss ratio of reactive and proactive routing

for varying mobility in the network for MIIS (different variants), MRD and JRC. The

packet loss ratio of all the schemes keep increasing because as the mobility increases,

the probability of connection failure with the next hop node increase, resulting in more
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packet losses and the breakage of routes.

As MRD and JRC have higher hop counts than all MIIS variants in all types of sce-

narios, so due to more intermediate nodes, the packet collisions are also higher resulting

in higher packet loss ratio for both the schemes.

The reactive and proactive routing exhibit similar effect with the increase in the

network mobility, with proactive routing performs a little better than reactive routing.

Figure 5.9 (a) and (b) show the average end-to-end delay of reactive and proactive

routing for varying node mobility for MIIS (different variants), MRD and JRC. The end-

to-end delay for all the schemes increases with the increasing mobility. This is because

of frequent route breakages due to high mobility which cause the nodes to establish the

routes again before sending/relaying data packets. Moreover, for each varying mobility,

the end-to-end delay of all the schemes is almost the same. This is because the number

of nodes are fixed to 50 and as we have seen in Figure 5.5 that when number of nodes

are 50, the end-to-end delay of all the schemes is similar. The end-to-end delay of MRD

and JRC are lower than all MIIS variants, because since their packet loss are higher,

therefore the lost packets are not involved in the calculation of end-to-end delay.

5.5.4.3 Effects of Varying Traffic Load

This section evaluates the effect of varying traffic load (i.e., number of data transmis-

sions) from 1 to 25, of reactive and proactive routing for MIIS (different variants), MRD

and JRC. Figure 5.10 (a) and (b) show the average hop count of reactive and proactive

routing for varying traffic load in the network. The average hop count of each scheme is

almost constant for varying traffic load. This is because each scheme selects the routes

based on the underlying routing metric. Hence, for all the data transmissions, since the

underlying routing metric is the same, therefore the average hop count is similar. All

MIIS variants outperform MRD and JRC schemes by achieving lower average hop count.

All MIIS variants achieve hop count of around five hops except for SINR-based MIIS

scheme without hcc, which achieve average hop count of around six hops. SINR-based

MIIS scheme without hcc tries to use as much closer nodes as possible to achieve higher

SINR regardless of the hop count, so have comparatively higher hops than any other

MIIS variant. JRC and MRD performs the worst as expected among all and achieve

much higher average hop count because of taking longer route in MRD and higher num-

ber of closer nodes in JRC.
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(a) Reactive.

(b) Proactive.

Figure 5.9: End-to-end delay for Reactive and Proactive Centralized Routing for varying

nodes mobility.

Figure 5.11 (a) and (b) show routing overhead of reactive and proactive routing

for varying traffic load for MIIS (different variants), MRD and JRC. In reactive routing,

when there is one data transmission, the routing overhead for all the schemes is negligible.

With the increase in the traffic load, the routing overhead of all MIIS variants increase,
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(a) Reactive.

(b) Proactive.

Figure 5.10: Average hop count for Reactive and Proactive Centralized Routing for

varying traffic load.

with significant increase in routing overhead for MRD and JRC schemes.

In proactive routing, the routing overhead does not depend upon the traffic load,

since the neighbor tables are periodically updated at the BS, irrespective of the traffic

load. However, the increase in traffic load causes more collisions which result in frequent

route breakages, and hence more routing overhead for establishing new routes.
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(a) Reactive.

(b) Proactive.

Figure 5.11: Routing overhead for Reactive and Proactive Centralized Routing for vary-

ing traffic load.

Figure 5.12 (a) and (b) show packet loss ratio of reactive and proactive routing for

varying traffic load for MIIS (different variants), MRD and JRC. In reactive routing,

when the traffic load increases, the packet loss ratio of all the schemes keep increasing

because, firstly, there are higher chances of having the same set of intermediate nodes
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(a) Reactive.

(b) Proactive.

Figure 5.12: Packet loss ratio for Reactive and Proactive Centralized Routing for varying

traffic load.

in multiple routes that causes contention and packets drop. Secondly, there is higher

chance of collision among data packets causing packets to be dropped. Overall, MRD

and JRC have higher packet loss ratio, while all MIIS variants have lower and similar

packet loss ratio.

In proactive routing, the increase in traffic load does not have nearly any effect, and
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(a) Reactive.

(b) Proactive.

Figure 5.13: End-to-end delay for Reactive and Proactive Centralized Routing for vary-

ing traffic load.

the packet loss ratio is between 3% to 5% for varying traffic load due to coordinated

route discovery.

Figure 5.13 (a) and (b) show end-to-end delay of reactive and proactive routing for

varying traffic load for MIIS (different variants), MRD and JRC.
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The MRD and JRC have the least end-to-end delay than all MIIS variants. However,

it does not mean that they are the best because since their packet loss ratio are higher,

therefore the lost packets are not involved in the calculation of end-to-end delay.

In reactive routing, MIIS schemes have delays between 0.3 second to 0.5 second, and

in proactive routing the delays are in and between 0.05 second to 0.15 second. The

reason of higher delays in reactive routing, is due to the waiting time to get the route

from the BS. No specific MIIS variant is prominent to have better performance than

other, and all show the delays in between the some range.

The end-to-end delay of the all the schemes is the minimum when there is one trans-

mission. This is because, when multiple pairs of routes are communicating simultane-

ously, a D2D UE can be involved as intermediate node in multiple route, and therefore,

if it receives data packets to relay from some routes while it is already relaying data

packets of another route, it has to en-queue the packets.

5.5.5 Insights

The reactive and proactive centralized routing show similar trends in the average hop

count results. The average hop count of all schemes stays almost constant for varying

nodes mobility and varying traffic load. For increasing number of nodes, the average hop

count reduces for all MIIS variants having α ≤ 0.75, while increases for MIIS variants

having α = 1, JRC and MRD. Overall, MRD performs the worst causing much higher

hop count (i.e., around twenty hops) while JRC performs the second worst (i.e., around

ten hops). All MIIS variants achieve very low hop count (i.e., around six hops). The

general trend of MIIS is that the average hop count slightly reduces with the increasing

values of α. Interference-based MIIS with hcc outperforms all the schemes by achieving

the lowest hop count, while SINR-based MIIS without hcc causes slightly higher hop

count than other MIIS variants.

For reactive centralized routing, the routing overhead of all schemes increases with

the increasing number of nodes, nodes mobility and traffic load. However, MRD has

significant increase in routing overhead (i.e., around 225%) with the increasing number

of nodes and traffic load. JRC has significant increase in routing overhead (i.e., around

165%) with the increasing traffic load. All MIIS variants have slight increase in routing

overhead (i.e., around 550 packets) with the increasing number of nodes and nodes

mobility, while have significant increase in routing overhead (i.e., around 1800 packets)

with the increasing traffic load (however, still much lower than MRD and JRC).
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For proactive centralized routing, all schemes have significant increase in routing

overhead (i.e., around 925 packets) with the increasing number of nodes. However, all

schemes have very slight increase (or almost constant) in routing overhead with the

increasing nodes mobility and traffic load.

For reactive and proactive centralized routing, the packet loss ratio of all the schemes

is almost similar and increases with the increasing nodes mobility and traffic load (MRD

and JRC still having slightly higher packet loss ratio than MIIS). There is an interesting

observation for increasing number of nodes (as discussed in Section 5.5.4.1). With the

increasing number of nodes, the packet loss ratio reduces for all MIIS variants (i.e.,

upto 3% and 0% for reactive and proactive centralized routing, respectively), while

increases for MRD (i.e., upto 20% and 3% for reactive and proactive centralized routing,

respectively) and JRC (i.e., upto 10% and 0% for reactive and proactive centralized

routing, respectively). SINR-based MIIS with hcc outperforms all the schemes in most

of the cases by achieving the lowest packet loss ratio.

The end-to-end delay exhibit the similar behavior like packet loss ratio as discussed

above.

To summarize, reactive centralized routing of all MIIS variants are best suitable for

scenarios having varying number of nodes where minimizing the routing overhead is more

important and that can tolerate slightly higher packet loss ratio and end-to-end delay.

For all the other scenarios, proactive centralized routing of all MIIS variants are best

suitable as they achieve the lowest routing overhead, packet loss ratio and end-to-end

delay.

5.6 Summary

A novel route discovery mechanism of reactive centralized routing is proposed in this

chapter that significantly reduces the routing overhead as compared to distributed rout-

ing schemes. The reactive centralized routing is extended to proactive centralized rout-

ing. In both centralized routing schemes (i.e., reactive and proactive), the BS gathered

the information from all the nodes in order to construct the network topology graphs

and to make route decisions while avoiding any kind of flooding. The performance of

reactive and proactive centralized routing have been evaluated through simulations by

using MIIS and comparing with existing schemes in terms of varying number of nodes,

nodes mobility and traffic load. The centralized routing schemes achieves much lower

routing overhead, packet loss ratio and end-to-end delay.
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The next chapter concludes the dissertation, and discusses open issues, challenges

and future research directions.
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Chapter 6

Conclusion and Future Work

This chapter provides a short review of points discussed in this dissertation. The sum-

mary on the basics of D2D communications and on the detailed literature review of

routing in D2D networks is provided. An overview of the proposed routing metric, route

decision formula and route discovery mechanism is provided, followed by the conclusion

drawn from the simulation results of the proposed techniques. Lastly, the discussion on

future work provides possible improvements and new research directions based on the

proposed work and the derived taxonomy.

6.1 Conclusion

This dissertation is focused on routing in multi-hop D2D networks. However, routing in

multi-hop D2D networks is not explored much in the literature. Our first contribution is

divided into two parts. In the first part, we provided a glimpse on how fast the D2D com-

munication technology is emerging with the help of a figure showing the total number of

publications and surveys under diverse aspects of D2D communication. It also presents

the importance and necessity of D2D communication in cellular networks. The main

contribution in this part is detailed discussion on D2D’s performance improvements, in-

centives and implementation scenarios. In the second part, we provided a comprehensive

survey of routing in multi-hop D2D networks. All the state-of-the-art routing schemes

have been broadly categorized into three categories: multi-hop D2D routing, multi-hop

D2I/I2D routing and ad-hoc routing for D2D networks. The routing schemes under each

category have been further sub-classified based on their objectives and considered topol-

ogy structure. It provided an in-depth analysis of the purpose, application and working
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mechanism of each routing category, highlighting their necessity and importance.

The second contribution of this dissertation proposed a novel routing metric, MIIS,

that selects routes having higher SINR with specific consideration for lower interference.

It makes route decisions without using any kind of geographical location information and

can operate under various network dynamics (such as high density, high mobility and

high traffic load). Different MIIS variants (by changing the values of tuning parameters

α and β) are compared with two existing schemes through simulations. The performance

evaluation showed that all MIIS variants outperform existing schemes in terms of average

hop count, routing overhead and packet loss ratio under varying number of nodes, nodes

mobility and traffic load. Interference-based MIIS with hcc (i.e., MIIS with α = 0

and β = 1) is suitable for scenarios where minimizing the routing overhead is more

important. While, SINR-based MIIS with hcc (i.e., MIIS with α = 1 and β = 1) is

suitable for scenarios where minimizing the packet loss ratio and end-to-end delay is

more important.

The third contribution of this dissertation proposed novel route discovery mecha-

nisms, reactive and proactive centralized routing schemes, that significantly reduce the

routing overhead as compared to distributed routing schemes. In both reactive and

proactive centralized routing schemes, the BS gathered the information from all the

nodes in order to construct the network topology graphs and to make route decisions

while avoiding any kind of flooding. In reactive centralized routing, the route discovery

is performed on-demand, while in proactive centralized routing, the route discovery is

performed at periodical intervals. The performance of reactive and proactive central-

ized routing schemes have been evaluated through simulations by using different MIIS

variants and by comparing with existing schemes in terms of average hop count, routing

overhead and packet loss ratio under varying number of nodes, nodes mobility and traffic

load. The reactive centralized routing, under all experimented MIIS variants, is suitable

in terms of minimizing the routing overhead for scenarios having higher number of nodes

with low traffic load. While, for most of the other scenarios, proactive centralized routing

is suitable as they achieve the lower routing overhead, packet loss ratio and end-to-end

delay.

6.2 Future Works

Based on the three main contributions of this dissertation, the future works are also

divided into three subsections. The first subsection provides research directions for our
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proposed interference-conscious routing metric. The second subsection provides research

directions for our proposed centralized routing. The third subsection identifies future

research directions based on the derived taxonomy of D2D routing schemes.

6.2.1 Future Research Directions for Interference-Conscious Routing

Metric

6.2.1.1 Backup routes to a destination

Backup routes are used for alternate route availability in case of primary route failure.

Backup routes can be disjoint or non-disjoint. In disjoint routes, the nodes between

the source and destination nodes are different than nodes in the primary route, while

non-disjoint routes have one or more common nodes as in primary route. The disjoint

routes are generally longer, however serve as better backup routes in case the primary

route fails due to node/link failure. The non-disjoint routes are nearly of equal length as

of primary route, however these backup routes might also fail in case of node/link failure

in the primary route, as they share the same nodes/links [GL04]. It is an interesting

direction to consider disjoint and non-disjoint backup routes for smooth operation of the

network in the presence of frequent disruptions, as well as reducing the delay by avoiding

searching for a new route in case of route breakage.

6.2.1.2 Multi-channel consideration

For simplicity, this thesis assumed single CUE and hence, a single channel reuse. The

consideration of multiple CUEs and multiple channels reuse is an important and inter-

esting direction to explore.

6.2.2 Future Research Directions for Centralized Routing

6.2.2.1 Node level decisions

Each node should be capable of autonomously deciding about participation in the route

discovery. The node level decision (in comparison to the route level decision) will save

not only precious resources consumed in forwarding the route discovery packets, but

will also save time since it will be immediately known whether the route could use a

particular node or not. There are various factors that can be considered in node level

decision, as follows:
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Energy awareness Based on the residual energy, the nodes can be classified as (i)

normal relay nodes, (ii) non-relay nodes, and (iii) special relays nodes. Normal relay

nodes are nodes having residual energy greater than relayThreshold. These nodes will

always take part in the route discovery. The nodes having residual energy less than

nonRelayThreshold are non-relay nodes which will never take part in the route discovery.

The nodes which have residual energy between nonRelayThreshold and relayThreshold

will take part in route discovery only when a special RREQ packet is received. We will

discuss about special RREQ packet later in this section.

Traffic load awareness Based on the current and previous traffic load, the nodes

should decide whether to participate in route discovery. For instance, if the current load

is higher than highLoadThreshold, the node will not participate in route discovery. If

the current load is less than mediumLoadThreshold and the previous traffic load was

higher than mediumLoadThreshold, it means that the traffic load is reducing and hence,

the node can accommodate new traffic. Thus the node will participate in the route

discovery. Finally, if the current load is higher than mediumLoadThreshold, while the

previous traffic load was lower than mediumLoadThreshold, it means that the traffic load

is increasing, and the node will only participate in route discovery on receiving special

RREQ packet.

Special RREQ packet In case of fully connected dense network, the overall routing

overhead is generally dramatically high due to huge number of nodes participating in

the route discovery. Since only a single route is primarily required between source and

destination nodes, therefore participation of such high number of nodes in route discovery

incurs high waste of the resources (e.g., battery energy, link bandwidth, processing time

and buffer space). Moreover, the probability of collision of route discovery packets

is also very high when high number of nodes participate. Therefore, to reduce the

collisions and to save the precious resources of the nodes, restricted number of nodes

should participate in route discovery. The restriction can be applied to nodes in terms of

energy and traffic load perspective, as discussed previously. While using the energy and

traffic load restrictions, after sending the first RREQ packet, if no route will be found

within some specified time interval, then the second RREQ packet will be sent which

will be considered as special RREQ packet. The nodes having residual energy between

RelayThreshold and nonRelayThreshold, and the nodes having traffic load higher than

mediumLoadThreshold will also participate in route discovery on receiving the special
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RREQ packet. It is important to note that these restrictions and the special RREQ

packet should be used only in highly dense network. This is because, if energy/load

restrictions will be applied in sparse network, then finding a route will probably be

impossible due to lower number of nodes in the network.

6.2.2.2 Variable route’s timeout

In order to avoid using stale routes, route expiration (timeout) timers are generally

used. However, using fixed route expiration timers might not be valid due to different

link qualities and node mobility conditions. Therefore, every link should have a variable

expiration timer, depending on for example current node mobility and link quality. Based

on the variable expiration timers of the links, the route formed using those link will also

have variable route timeouts. The route expiration will be the minimum value of the

link expiration timer among all links in the route. A RREQ packet will contain the

minimum required link expiration time. Hence, a node will only participate in route

discovery if its link expiration timer (with the previous hop) is above or equal to the

minimum required expiration time in RREQ. When more than one routes having similar

metric values are available, the route with higher expiration timer can be used to break

the tie.

6.2.2.3 Early stop message

In dense network, when sufficient number of route replies are received by the BS, then BS

should broadcast an early stop (ESTOP) message to inform the nodes to stop sending

the route replies. This message will save considerable amount of routing overhead by

limiting the number of nodes replying to route requests. A similar approach has also

been used in [CC06] which can be referred for more insights.

6.2.2.4 Reliable connectivity

If the multi-hop route is not possible, or an existing route is broken and no alternate

route is available, then the BS should establish a traditional cellular connection between

the source and destination node.

6.2.2.5 Route across multiple cells

Consideration of multiple cells is also an important direction to explore. In the infrastructure-

based network, RREQ packet is sent to the BS. The BS on receiving the RREQ, checks
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the current network topology and if the destination is not found, it should forward the

RREQ to its adjacent BSs. If the destination node lies within the coverage of any of

the adjacent BSs, then the corresponding BS will reply with its complete current net-

work topology. If the BS receive successful reply from any adjacent BS, then it should

calculate the best path to the destination using topology information of both the BSs.

6.2.3 Future Research Directions based on Proposed Taxonomy

6.2.3.1 Opportunistic Routing

Opportunistic routing provides reliable delivery of packet from a source node to a des-

tination node in sparse and disconnected networks. Although this routing technique is

not suitable for delay sensitive applications but is found flexible and easily adaptable to

high network dynamics. This is because opportunistic routing does not require any net-

work topology information which is very expensive in highly dynamic networks. Instead,

opportunistic routing uses the broadcast nature of nodes, thus the packet is received by

all neighbor nodes, and only the opportunistically selected candidate relay nodes among

the next hops nodes will forward the packet. The process continues until the packet

reaches the destination node. Opportunistic routing has been classified into five broad

categories [Cha15]. Among them, the concept of Geographic Opportunistic routing can

be utilized in Location based D2D routing specifically, and the Link State aware Op-

portunistic routing (for improving network reliability) and Probabilistic Opportunistic

routing (for supporting nodes mobility) in general, to leverage the D2D routing. Op-

portunistic routing also supports high amount of data transfers which along with other

benefits is very appealing for D2D communications. Marin et al. [MCD17] provide a

good example (as basis) of integrating the D2D and opportunistic networks.

6.2.3.2 Cooperative Routing

Cooperative communication is used to alleviate the multipath (channel) fading and to

improve the communication reliability in wireless networks. It can be used in D2D

communications to reduce the interference caused by D2D UEs. In cooperative com-

munication, a node helps other nodes by exploiting the broadcast nature. It is called

cooperative routing because it takes advantage of cooperative transmission at the phys-

ical layer [Ma+16; MA15]. Since interference mitigation is a critical problem in D2D

communication, therefore this routing technique is a very good candidate to be used in

D2D communication.



6.2. FUTURE WORKS 147

6.2.3.3 Network Coding-aware Routing

The Network coding-aware (NC-aware) routing technique uses omni-directional antenna

to exploit broadcast nature of the wireless medium. NC-aware routing technique shows

many performance improvements over traditional routing which includes improved through-

put, higher reliability, lower data transmission rate, lower delay and minimum energy

consumption [Far+14; Iqb+11; Nae+17]. Network Coding also proved its effectiveness

in terms of achieving maximum information flow in D2D networks [Dou+17]. Thus,

D2D routing can use this technique to get benefit from its performance improvements.

6.2.3.4 Multicast Routing

In highly dynamic networks, when high amount of data transfer to multiple destinations

is required, in applications, such as video conferencing or mobile software updates; mul-

ticast routing shows improved QoS and energy efficiency in such scenarios [Jun+09]. In

order to get benefit from the multicast routing technique in D2D networks, few schemes

have been proposed [HB16; Pus+16; SR15]. However some efficient schemes that can

perfectly integrate unique characteristics of D2D communication is still missing. Some

general key-points to easily and efficiently design a multicast routing algorithm have

been discussed in [Ram00].

6.2.3.5 White space-aware routing

The unused TV white spaces frequencies spectrum have been opportunistically exploited

for cellular network in [Mad+15]. The results have shown improved network throughput.

A number of routing protocols in Cognitive Radio Networks (CRNs) also take advantage

of the presence of free (unused) TV white spaces and make spatial use for certain time

and frequency to improve various network performance parameters [SSR15], [Sal+15a].

Since, the D2D communication is flexible to use a variety of frequency spectrum for

their communications, as discussed in section 2.3, therefore it would be interesting to

exploit TV white space spectrum in routing protocols for D2D networks. There are

four white space paradigms: underlay, overlay, interweave, and hybrid [ARR16]. One

future research direction is also to consider these four white space paradigms and propose

routing schemes in future to exploit such white space paradigms for TV white spaces.
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6.2.3.6 Routing for mm-wave D2D Communication in 5G Networks

Millimeter-wave (mm-wave) communications have shown great potential for providing

efficient high speed data transmission for small distance communications. This is because

mm-wave uses channels from 30 GHz to 300 GHz, which although have (i) limited

diffraction capability, (ii) difficulty in communication signals passing through walls and

(iii) difficulty in NLOS transmissions, but provides very high bandwidth. In order to

cope with mentioned challenges associated with the extremely high frequency range and

to provide high data rate using the highly available bandwidth, mm-wave D2D multi-hop

routing protocols for 5G networks have been proposed [EMSM16; KM14]. The proposed

schemes promise higher QoS for multimedia applications, however require mathematical

modeling and are distributed in nature. Thus some simple and efficient routing protocols

for mm-wave D2D networks which also take benefit from the presence of infrastructure

network (e.g. [RPDM17]) are highly desired.

6.2.3.7 New research gaps identified by our proposed classification of D2D

routing

Our proposed taxonomy of state-of-the-art research works provide a very good basis and

foundation to identify the research gaps in D2D and D2I/I2D routing, where either no

work or very small amount of work has been done, and thus further research investiga-

tions can be carried out. For example, social networks have been well exploited in D2D

communication [Ahm+18], however socially-aware algorithms have not been utilized

for D2I/I2D routing except for few works in D2D routing [KNI14; Zha+15b; NML16].

Similarly, an extensive research has been made for security solutions in D2D communi-

cations [Hau+17; GJJ17a; WY17; HKC17], however there is one only scheme proposed

that takes advantage of the presence of BS for keeping confidentiality, authenticity and

integrity of the data [Oth+16]. It is important to note that there is no work on D2I/I2D

routing scheme that provides secure route. The idea of content-based routing is very ap-

pealing for D2D networks, where the route does not depend upon the destination node,

but is established based on the contents of the information being shared. However, not

enough work has been made neither for D2D nor for D2I/I2D routing. Last but not the

least, no existing works take advantage of the ‘location information’ to establish route

from node to BS or vice versa i.e. for D2I/I2D routing.
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D2D communications for extending coverage in public safety scenarios”. In:
IEEE 40th Local Computer Networks Conference Workshops (LCN Work-
shops). 2015, pp. 912–919.

[BZ16] Oladayo Bello and Sherali Zeadally. “Intelligent device-to-device commu-
nication in the internet of things”. In: IEEE Systems Journal 10.3 (2016),
pp. 1172–1182.

[Cao+08] Lijuan Cao et al. “Adaptive Multiple Metrics Routing Protocols for Hetero-
geneous Multi-Hop Wireless Networks”. In: 5th Consumer Communications
and Networking Conference (CCNC). IEEE. 2008, pp. 13–17.

[Cas+15a] Claudio Casetti et al. “Content-centric Routing in Wi-Fi Direct Multi-group
Networks”. In: IEEE 16th International Symposium on a World of Wireless,
Mobile and Multimedia Networks (WoWMoM). 2015, pp. 1–9.

[Cas+15b] Thijs Castel et al. “LTE as a potential standard for public safety indoor
body-to-body networks”. In: IEEE Symposium on Communications and
Vehicular Technology in the Benelux (SCVT). 2015, pp. 1–6.

[Cav+05] Dave Cavalcanti et al. “Issues in integrating cellular networks WLANs, and
MANETs: a futuristic heterogeneous wireless network”. In: IEEE Wireless
Communications 12.3 (2005), pp. 30–41.

[CC06] Hyun-Ho Choi and Dong-Ho Cho. “Fast and reliable route discovery pro-
tocol considering mobility in multihop cellular networks”. In: IEEE 63rd
Vehicular Technology Conference (VTC Spring). Vol. 2. 2006, pp. 886–890.

[CH07] Ray-Guang Cheng and Jia-Yang Hung. “Power-Strength-Based Selective
Forwarding (PSF) Mechanism for Multihop Cellular Networks”. In: IEEE
Wireless Communications and Networking Conference (WCNC). 2007, pp. 3613–
3618.



BIBLIOGRAPHY 155

[Cha15] Nessrine Chakchouk. “A survey on opportunistic routing in wireless com-
munication networks”. In: IEEE Communications Surveys & Tutorials 17.4
(2015), pp. 2214–2241.

[Che+15] Xiang Cheng et al. “Device-to-device channel measurements and models: a
survey”. In: IET Communications 9.3 (2015), pp. 312–325.

[CHL10] Ray-Guang Cheng, Jia-Yang Hung, and Yao-Yuan Liu. “Power-strength-
based Selective Forwarding (PSF) mechanism for multihop cellular net-
works”. In: IEEE Transactions on Vehicular Technology 59.7 (2010), pp. 3455–
3467.

[CJB04] Young-June Choi, Jung Hyon Jun, and Saewoong Bahk. “Profit-based rout-
ing for centralized multi-hop wireless networks”. In: IEEE 59th Vehicular
Technology Conference (VTC Spring). Vol. 4. 2004, pp. 2131–2135.

[CPG09] Baldomero Coll-Perales and Javier Gozalvez. “Energy efficient routing pro-
tocols for multi-hop cellular networks”. In: IEEE 20th International Sym-
posium on Personal, Indoor and Mobile Radio Communications (PIMRC).
2009, pp. 1457–1461.

[CPG11] Baldomero Coll-Perales and Javier Gozalvez. “On the capability of multi-
hop cellular networks with mobile relays to improve handover performance”.
In: 8th International Symposium on Wireless Communication Systems (ISWCS).
2011, pp. 207–211.

[CPG15] B Coll-Perales and J Gozalvez. “Contextual optimization of location-based
routing protocols for multi-hop cellular networks using mobile relays”. In:
Telecommunication Systems (2015), pp. 1–13.

[CPGF16] B Coll-Perales, J Gozalvez, and V Friderikos. “Context-aware opportunistic
networking in multi-hop cellular networks”. In: Ad Hoc Networks 37 (2016),
pp. 418–434.

[Din+16] Guoru Ding et al. “Cellular-base-station-assisted device-to-device commu-
nications in TV white space”. In: IEEE Journal on Selected Areas in Com-
munications 34.1 (2016), pp. 107–121.

[Dou+17] Ahmed Douik et al. “Instantly Decodable Network Coding: From Central-
ized to Device-to-Device Communications”. In: IEEE Communications Sur-
veys & Tutorials (2017).

[Du+14] Qinghe Du et al. “On P2P-Share Oriented Routing over Interference-Constrained
D2D Networks”. In: 10th International Conference on Mobile Ad-hoc and
Sensor Networks (MSN). 2014, pp. 138–143.

[Du+15] Qinghe Du et al. “Interference-controlled D2D routing aided by knowledge
extraction at cellular infrastructure towards ubiquitous CPS”. In: Personal
and Ubiquitous Computing 19.7 (2015), pp. 1033–1043.



BIBLIOGRAPHY 156

[EMSM16] Nima Eshraghi, Behrouz Maham, and Vahid Shah-Mansouri. “Millimeter-
wave device-to-device multi-hop routing for multimedia applications”. In:
IEEE International Conference on Communications (ICC). 2016, pp. 1–6.

[EZP15] Golnoosh Elhami, Mona Zehni, and Mohammad R Pakravan. “A survey on
heterogeneous access networks: Mobile data offloading”. In: 23rd Iranian
Conference on Electrical Engineering (ICEE). 2015, pp. 379–384.

[Far+14] Muhammad Zubair Farooqi et al. “A survey on network coding: From tradi-
tional wireless networks to emerging cognitive radio networks”. In: Journal
of Network and Computer Applications 46 (2014), pp. 166–181.
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