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Abstract

Fatigue failure of metallic structures such as wind turbine towers is a problem that affects their
remaining service life. Fatigue cracks are most likely to initiate in the structural hot spots
such as holes or welded joints. The time-domain approach in dealing with the fatigue analysis
problem is the industry standard of fatigue load certification and fatigue damage assessment on
wind turbines systems. The time-domain approach is based on time domain cycle counting and
a linear fatigue accumulation rule to estimate a cumulative fatigue damage index. By comparing
this index to a reference value, fatigue failure prediction and fatigue life estimation are possible.

The development of an equivalent formulation to the time-domain fatigue analysis problem
has been an active topic of research in the past few years. This equivalent formulation is
based on the random vibration fatigue theory where fatigue analysis is done in the frequency
domain. The frequency-domain fatigue analysis has found it’s way into many applications
subject to random loading. However, the frequency-domain fatigue analysis is developed under
certain assumptions that are hard to meet in the case of wind turbine loading. This includes
for example the stationarity of the loading, the assumption of zero-mean and the Gaussian
amplitude distribution of the stochastic loading.

This thesis sets three objectives. The first objective is to address systematically the assumptions
required by the spectral fatigue analysis methods in order to be able to accept the obtained re-
sults. To achieve this objective, the theoretical basis of the spectral fatigue analysis is reviewed
and the limitations of the frequency-domain methods are addressed. Furthermore, a new strat-
egy that enables using the spectral methods for wind turbine fatigue analysis is developed.

The second objective is the performance assessment of the equivalent formulations of fatigue
analysis problem, the frequency-domain against the industry standard time-domain. This is
achieved using two different data-sets: simulation and operational. The simulation-based data-
set is generated using hi-fidelity wind turbine simulation tool and aims to replicate the integrated
design process at early stages; while the operational data-set is obtained from tower loading
measurements of an operating small and utility-scale wind turbines and used to evaluate the
performance of different spectral fatigue analysis methods against the well-established rainflow
cycle counting method in time domain.

The third objective is to explore the potentials of using comparative sensor data approach
in the early detection in structural failure. This approach is based on monitoring the linear



correlation of the measured strain or estimated fatigue damage at pre-defined sensor locations.
An experimental validation of this method is presented in this thesis, and the obtained results
demonstrate the possibility of using this technique for structural failure detection.

The proposed objectives aim to meet the challenges of optimizing wind turbine structures in
terms of cost, fatigue damage and service life time by developing new approaches capable of
saving time, computational effort, resources in addition to reducing cost of energy.
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Chapter 1
Introduction

Thats the whole problem with science. You’ve got
a bunch of empiricists trying to describe things of
unimaginable wonder.

— Bill Watterson

Contents

1.1 Problem Formulation / Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Research Objective and Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

Wind power stations have to fulfil the “L3 conditions”: low cost, long-lasting and low service
requirement [van Kuik et al., 2016]. Therefore, they should be seen from an integrated approach,
as the design and optimisation for only one of these three objectives is not efficient. The main
objective of the design and optimisation of wind power stations is to maximise the generated
power while, at the same time, to maintain the lowest possible fatigue and extreme loading in
the rotor, drive-train, tower and support structure, in addition to achieve the highest possible
reliability of operation.

The state-of-the-art of the reliability assessment of modern onshore wind turbines is currently
at an acceptable level [van Kuik et al., 2016]. This could be confirmed by less than one week of
yearly downtime due to service and repair. Or in other words, assuming 100 % site accessibility
and implementing a well organised efficient maintenance strategy, more onshore turbines show
availability levels of above 98 %. Many reasons contribute to this, such as the gained knowledge
of the operating conditions of onshore wind turbines, the increased use of condition monitoring
(CM) systems, structural health monitoring (SHM) systems, in addition to the easy access to
the turbines.

With the emerge of offshore wind turbine industry, different institutions such as the Federal



2 Chapter 1. Introduction

Maritime and Hydrographic Authority in 2007 and the German Lloyd Renewables in 2010,
pushed in their standards toward the extension of the wind turbine condition monitoring system
to include not only the drive-train but also the blades, tower, support structure in addition to
the foundation [Schäfer, 2016]. The motivation to extend the CM systems to other turbine
parts is based on the fact that modern offshore wind turbines operate in harsh and unexplored
environment. This is mainly related to the increased height of the turbines which is too high
for all other users of the sea i.e., fishery, shipping routes and defence and too low for aviation
and weather forecast experts. In addition to the random wind loading, offshore wind turbines
are also excited by the stochastic loading of the waves and currents on the support/floating
structure. This means that offshore and floating turbines have new dynamics when compared
to land-based ones. Another factor that motivates this shift is that many turbine warranties
are expiring and the maintenance costs start to explode. To combat this, wind farm owners
and operators are deploying CM systems to detect faults as early as possible before they cause
secondary damage, therefore, reducing repair costs.

1.1 Problem Formulation / Motivation

The key challenge in the design of the offshore wind turbines (OWTs) is the cost reduction of
the substructures and installation which typically contribute 25 %− 30 % of the cost of a wind
farm development. The proper design of the substructures can reduce the cost substantially,
thereby, making the OWTs more competitive by reducing their cost of energy.

OWTs operate in a harsh environment, therefore, the support structure should be designed
carefully. Support structure of OWTs such as monopile or jackets, have natural frequencies
close to the excitation frequency of the wind and waves. Floating platforms add extra degrees
of freedom to the turbine which result into larger dynamic loading being transferred to the tower
and substructure. This results into a dynamic amplification of the environmental loading close
the these frequencies due to resonance. In order to avoid that, an integrated design approach
of OWTs should be adopted to avoid resonance and loading close to natural frequencies should
be, actively or passively, mitigated. This integrated design process should optimise the tower,
substructure and foundation in terms of cost, fatigue damage and service lifetime. However,
the key element in this new design approach is the rapid way in estimating the fatigue damage.

Fatigue loading and fatigue damage of wind turbines have been seen from different aspects by
the research community. The first one is from the integrated design approach of wind turbine
control systems where controller objectives are extended to reduce fatigue loading. The second
aspect is as part of the SHM and CM systems, where expected service life and early fatigue
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damage detection plays the key role in reducing the cost of energy.

The integrated approach in wind turbine design has evolved in the past few years and the
reduction of fatigue loading plays now the main role in new controller design. The first attempts
in this direction employed the classical control theory with different single-input-single-output
control loops [Bossanyi, 2009] with the aim to reduce blade, drive-train and tower loading
by appropriate control of rotor speed, generator torque and blades collective and individual
pitch angles according to the operating region. Later, the modern control theory is used for
controller design to achieve the same objectives. This includes for example: the robust control
[Lescher et al., 2006] theory, linear-parameter-varying (LPV) control [Kumar, 2011], disturbance
accommodation control [Namik, 2012], in addition to optimal control techniques such as the
linear-quadratic-Gaussian (LQG) control [Camblong et al., 2011; Nourdine et al., 2010] and the
model predictive control [Chaaban et al., 2013; Chaaban et al., 2014a; Körber, 2014]. A detailed
review of the state-of-the-art wind turbine control systems that go under the integrated wind
turbine design approach is provided by [Njiri et al., 2016].

The reduction in fatigue loading is achieved through feeding back the measured structure loading
signals such as: tower base bending load, blade root loading and tower top acceleration. The
controller is tuned to reduce this loading at a given frequency that corresponds to the natural
frequency of the monitored component. An exception to this approach is the work presented
by [Hammerum et al., 2007] where a formula for fatigue damage rate derived using the frequency
domain fatigue analysis theory is used in the controller design.

The traditional method of controller performance assessment is using time domain rainflow-
counting. The obtained field results indicate load reduction that varies according to the com-
ponent and to the wind speed [Bossanyi et al., 2012]. Most of the modern controllers are tuned
using hi-fidelity simulation environments (such as FAST [Jonkman et al., 2005]) and the ob-
tained results revealed the potentials of the new integrated controller design approach; and at
the same time, these results motivate the efforts to look for different fatigue analysis approach
that can reduce the long simulation time and the high computational effort and gives at the
same time comparable results.

Lifetime monitoring is an essential part of any SHM and CM systems for wind turbines as
these systems are very capable in tracking fatigue loading and in predicting the corresponding
service life [Màrquez et al., 2012; Tchakoua et al., 2014; Thöns, 2012]. The standard practice
of wind turbine fatigue analysis is the time domain cycle counting such as ASTM’s rainflow
cycle counting algorithm [IEC, 2005] in addition to the linear fatigue damage accumulation
theory [Miner, 1645]. An extensive review of this approach is available in [Sutherland, 1999].
Fatigue analysis is either based on the measured loading such as the measured stress in the tower,
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drive-train, hub or the blades [Lachmann, 2014], or using the standard monitoring signals of the
turbine such as the wind and rotor speed [Cosack, 2010]. Another approach is based on using
observer techniques that employ system model and responses to estimate the loading at critical
locations which are hard to measure, then using these estimations for fatigue analysis [Maes
et al., 2016; Papadimitriou et al., 2011].

This analysis requires very large time records with high sampling rates in order to capture
correctly the signal dynamics (peaks and valleys), not to forget the needed computational power
and the huge required transmission band-width and storage space for such measured signals or
to generate numerical time series using wind turbine modelling software. Another concern
is the capabilities of the data acquisition system which should be able to collect the sensor
measurements at the required rates [Wedman, 2010]. On the other side, condition monitoring
and assessment of remaining service life rely on the clever algorithms that process the collected
data.

Due to the stochastic nature of the turbine loading (wind and waves), another approach for
fatigue analysis is possible. In this approach, the random turbine loading is modelled as a
stationary random process and the frequency-domain fatigue analysis methods are used to
estimate the statistical distribution of the rainflow cycle counts. Over the past few years, many
spectral fatigue analysis methods have been developed [Benasciutti, 2012; Braccesi et al., 2015b;
Dirlik, 1985; Jiao et al., 1990; Larsen et al., 1991; Nieslony, 2010; Petrucci et al., 2004; Tovo,
2002]. Fatigue analysis using these methods in some applications gives comparable results to
that obtained from the time-domain cycle counting.

Spectral methods for fatigue analysis of wind turbines have been explored in a very few publica-
tions such as [Arany et al., 2014; Ragan et al., 2007]. Using utility scale wind turbine tower and
blade loading measurements, both papers compared the fatigue analysis results obtained from
different spectral methods to the results obtained using time-domain analysis. The conclusion
obtained from these studies highlighted the potentials of the spectral methods and both recom-
mended additional studies either based on simulation or field data to address the limitations
of the spectral methods related to the assumed nature of the loading (stationary, Gaussian,
zero-mean) which are hardly to meet in wind turbines.

The main advantage of using spectral fatigue analysis is the reduced computational effort needed
when compared to the time-domain analysis, therefore, they are more suitable for parametric
studies. For example, in the early design stages, when only a finite element model of the
structure is available, the knowledge of the power spectral distribution of the wind and wave
could be used along with the frequency response function which could be simply obtained
from the finite element model to estimate the rainflow cycle counts at the structural critical



1.2. Research Objective and Scope 5

locations (hot spots). To obtain the same result using the time-domain method, loading (wind
and/or wave) time series should be generated from the power spectral distribution. This step
is followed by comprehensive simulation of the generated loading applied to the finite element
model. Finally, the simulation results are processed with the rainflow counting to obtain the
cycle distribution. The time-domain simulation process are repeated many times to improve the
statistical certainty of the results. The reduction of the computational effort is very important
when the turbine control system is extended from power optimization to include the reduction
of fatigue loading. The traditional way in controller design and tuning requires too many
simulations. Spectral methods present a very efficient and attractive alternative solution at this
design step because they allow to by-pass the computational complexity faced when using the
traditional time-domain method.

However, spectral methods are not as flexible as the time-domain ones. This is basically due to
the assumptions used in developing the related theory. The first assumption is the stationarity
of the stochastic loading which is hard to achieve in the case of wind and wave loading. While
the second assumption is related to the nature of the loading amplitude distribution, which is
assumed to be Gaussian. In addition to these two assumptions, spectral methods assumes zero
loading mean value. Wind and wave random loading on wind turbines is non-stationary and due
to the nature of wind and wave loading, not to forget the non-linearity of the aerodynamic of
the turbine rotor, the loading amplitude distribution is far from being Gaussian. Furthermore,
the changing mean wind speed and its direction over time and consequently the change of
loading mean value according to the operating condition violates the required zero mean loading
assumption.

There are other approaches for fatigue analysis, such as the probability evolution methods where
fatigue is modelled as stochastic process using for example Markov chain where the state tran-
sitions are described with a stochastic matrix [Eiken, 2017]; and the hysteresis operator which
enables online fatigue estimation [Berglind et al., 2014; Barradas Berglind et al., 2015]. How-
ever both approaches are difficult to implement due to the unknown parameters, the abstract
formulation, the computational demands for high dimensional problems and not to forget the
required approximations.

1.2 Research Objective and Scope

The main research objective is to explore the potentials of using spectral methods in wind
turbine fatigue analysis and to quantify the performance of these methods against the standard
time-domain cycle counting method. The results and the conclusions of this work are intended
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to be used either by designers and developers of wind power plants using the integrated design
approach; or in fast processing of the collected turbine loading data over the years to get
better understanding of their fatigue life in a more effective way. Finally the results and the
conclusions are also intended for the developers of new structural health monitoring systems
based on modern approaches.

The research undertaken explores the theoretical basics of the spectral fatigue damage analysis
and reviews the major methods available in the literature and the constraints arising from
the assumptions required by the theory such as: stationariness of the loading, nature of the
amplitude distribution (Gaussian of non-Gaussian), in addition to the mean value of the loading
time history. As these assumptions are not valid in the case of wind turbine loading, a new
strategy has been proposed to handle them in a systematic way.

The results presented are divided into three categories, simulation, operational and experimen-
tal. The simulation results are based entirely on hi-fidelity simulation and, therefore, the results
are bounded by the limitations of the used simulation tools and their associate assumptions.
However, the results are presented in a relative sense (normalised values) and the absolute val-
ues obtained from simulations are not used. The used relative sense helps to draw the right
conclusions based on the physical interpretations of the wind turbine system and its supporting
structure. The fatigue analysis under normal operating conditions and using different methods
is based on the Design Load Case (DLC) 1.2 in the IEC 61400-3 standard for offshore wind
turbines. Simulations are carried out using FAST (Fatigue, Aerodynamics, Structures and Tur-
bulence) [Jonkman et al., 2005], as a well established wind turbine design and simulation tool.
In addition to that, MATLAB®/Simulink®are used for simulation and fatigue analysis.

The operational fatigue analysis uses two different data-sets. The first one is collected in 2018
over a two months period from a small wind turbine with rated power of 2.5kW available at
the University of Siegen. The second operational data-set represents a one day measurements
from the research wind turbine Enercon E40 − 500kW located in Dortmund. This data-set is
collected in 2010 by Dr. Lachmann as part of his research project [Lachmann, 2014] at the
Institute of “Windingenieurwesen und Strömungsmechanik” (Prof. Dr.-Ing. Rüdiger Höffer)
at the Ruhr-Universität Bochum. Prof. Höffer has kindly shared this data with the “Institut
für Mechanik und Regelungstechnik - Mechatronik” - “Arbeitsgruppe Technische Mechanik”
(Prof. Dr.-Ing. Claus-Peter Fritzen) at the University of Siegen as part of a cooperation project
between the two institutes. Fatigue analysis of both data-sets is achieved using MATLAB®.

The third data-set is collected from an experimental setup that used two sets of specimen with
different materials, aluminium, and construction steel. The choice of these two different materi-
als is due to the ductile and brittle fracture characteristics of aluminium and construction steel,
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respectively. Data has been collected using dSpace control board in addition to MATLAB®which
is used also for fatigue analysis.

Finally, the research undertaken in this thesis address the following research objectives (in no
particular order of importance).

1. It is clear that fatigue analysis of wind turbines using spectral methods has promising
potentials, however, the assumptions used in developing the related theory are hardly to
meet in wind power plants. These assumptions should be addressed systematically in order
to be able to accept the results on the spectral fatigue analysis. Therefore, this research
aims firstly to review the theoretical basis of the spectral fatigue analysis; secondly, to
address the limitations of the frequency-domain methods and to develop a new strategy
that enables using spectral methods for wind turbine fatigue analysis.

2. To evaluate the performance of the frequency-domain methods against the standard time-
domain cycle counting. This comparison is done using the above mentioned data-sets:
simulation and operational. The simulation data-set aims to replicate the integrated
design process at early stages. While the operational data-set from small and utility scale
wind turbine aims to evaluate the performance of the spectral-based methods against the
industry standard rainflow cycle counting algorithm using operational stress measurement.

3. To explore the potentials of using the online estimated fatigue damage for early detection
of fatigue failure. This point is very important for implementing an online fatigue detection
as part of a structural health monitoring system.

In addition to the above listed objectives and research topics, it is important to define what is
out of the scope of this research. Following are several items that are not part of the research
undertaken in this thesis.

Both fatigue analysis methods, either the time-domain or the frequency domain, have been his-
torically developed to handle uni-axial loading. Multi-axial fatigue analysis has been a wealthy
research topic for the past few decades and the estimation of fatigue life under multi-axial
random loading is still an extremely complex task. Variety of multi-axial fatigue analysis meth-
ods in time and frequency domains are available in literature [Carpinteri et al., 2017]. This
thesis aims to explore new approaches in fatigue analysis of wind turbine, therefore, it is lim-
ited to the uni-axial loading case while making use of a multi-axial fatigue analysis concept
called projection-by-projection. Consequently, the multi-axial fatigue analysis of wind turbines
is considered out of the scope of this work.

Moreover, the scope of this work is limited to developing new methods and strategies that help
in the early detection of fatigue damage using measured loading; hence, the fatigue mechanism
is not discussed. In addition to that, a simplified material S −N curve is considered with only
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one slope. The simplified curve also does not consider any endurance limit. This could be
justified as the measured signals are low-pass filtered and the effect of high frequency cycles
with small amplitude is considered marginal.

As most of the spectral methods are designed for materials with S − N curve with slope less
than 8, this limits the use of spectral fatigue analysis to the tower (welded construction steel)
and possibly to the drive-train (cast nodular iron) components. On the other hand, the blades
are mostly made of composite materials with S − N curve slope of about 10, therefore, the
spectral fatigue analysis of the blades is considered out of the scope of this work.

1.3 Thesis Outline

Chapter 2 reviews the basics of random vibration, stress calculation in addition to the general
fatigue nomenclature. This chapter also review the linear fatigue damage accumulation hypoth-
esis and the time-domain cycle counting used in time-domain fatigue analysis. Various spectral
fatigue damage estimation methods under the Gaussian assumption for narrow and wide-band
loading have been surveyed. Two methods that address the non-Gaussian loading have been also
inspected. Moreover, a new strategy have been proposed to address the non-stationary loading.
Finally, this chapter ends with summarizing the proposed procedure for fatigue analysis in the
frequency domain.

Chapter 3 goes through the modelling, simulation, and analysis tools used in this research. At
first a brief review of the used turbine modelling tool, the used turbine model, the considered
different turbine configurations (land-based and different floating platforms), the reference con-
trol system in addition to the wind and wave loading. This chapter also review briefly the
fatigue analysis recommended by the international standard IEC 61400-3 and the reference lo-
cations and the operating conditions at these locations used in simulation. The chapter ends
with defining the different performance metrics used in fatigue analysis and in comparing the
time and frequency domain estimations.

Chapter 4 includes the fatigue analysis results divided into four different sections. The first
section goes through the fatigue analysis results obtained from simulation data-set for different
onshore and floating (Barge, Spar-Buoy and TLP) wind turbine configurations and it ends
with a detailed comparison between the different frequency domain methods (under Gaussian
and non-Gaussian assumptions) and the time-domain cycle counting at different mean wind
speed levels in addition to the overall weighted fatigue damage estimation. In order to compare
the performance of the different methods, the spectral fatigue damage estimation results are
normalised by that obtained using the rainflow cycle counting. The performance trends across
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the operating regions for the different turbine configurations are also analysed.

The second section in this chapter goes through the operational fatigue analysis of small wind
turbine tower loading. Turbine location, main specifications and the data acquisition system
are briefly described. The measured wind and tower loading characteristics have been analysed
and performance of the proposed fatigue analysis strategy is validated. Finally, a new scheme
for fatigue damage detection based on the estimated fatigue damage rate is proposed. In the
third section the same work steps are repeated, however using operational utility scale wind
turbine tower loading data.

This chapter ends with an experimental fatigue damage detection of two different sets of spec-
imen made of aluminium and construction steel and subject to “random” loading. The experi-
mental setup, specimen properties and the used data acquisition system are described in details.
Moreover, the proposed fatigue damage detection scheme is validated for both specimen.

Finally, conclusions and recommendations for future work are presented in Chapter 5.





Chapter 2
Random Response Fatigue Analysis

The ability to simplify means to eliminate the unnes-
sary so that the necessary may speak.

— Hans Hofmann
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Wind turbine systems are subject to random wind and wave loading. Dealing with random
vibration problems require very good knowledge in statistics and in stochastic theory in order
to be able to characterise the random vibrations. This chapter starts with a brief introduction
to the main concepts of random vibrations. Failure analysis in time and frequency domains
are presented and a new strategy is proposed for fatigue damage analysis in frequency domain
of wind turbines. It is assumed that the system structure is deterministic and therefore, not
subject to random change on its characteristics.

2.1 Preliminary Concepts and Definitions

The theory of stochastic processes is the main tool used to describe random signals. Therefore,
some of the basic concepts of statistics and stochastic process theory are briefly recapitulated.

2.1.1 Stationarity and Ergodicity

Let X (t) be a random process and let x (t) ∈ X (t) be a realization of it. If all statistical
properties of the stochastic process are time independent, the random process is defined as
strongly or strictly stationary. This means for example that the expected value E [ · ] (defined
later in this chapter) is time independent, or in other words

E [X (t1)] = E [X (t2)] (2.1)
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for any arbitrary times t1 and t2.

The strictly stationary condition could be weakened to obtain a weak stationary time-series in
which only the mean and the covariance of the time-series are time independent. In many sta-
tistical procedures, stationarity is the main underlying assumption used in time-series analysis.
The most common violation of stationarity is to have a deterministic trend or mean value of
the data. Such non-stationary data are often transformed to become stationary.

A random process is considered ergodic if it is stationary and its ensemble properties and time
properties are equal [Brandt, 2011]. This means that the mean value calculated from a single
realization using

E [x (t)] = µx = lim
T→∞

1
2T

T∫
−T

x (t) dt (2.2)

is equal to the mean calculated for any other realization of the random process X (t), or in other
words, the mean value of the stationary ergodic process X (t) is the same for all it’s realizations
x (t) ∈ X (t).

2.1.2 Probability Distribution and Probability Density Function

Let P (x) = Prob [X ≤ x] be the probability distribution of x (t) ∈ X (t). The probability
density function (PDF) is then given by

p (x) = dP (x)
dx , (2.3)

from this last equation, it follows that

P (x) =
x∫

−∞

p (u) du. (2.4)

The probability density function p (x) gives the relative occurrence of amplitudes in x (t) and
thus contains the complete information about the probability characteristics of x (t).

For a function g (x) of a random signal x (t) with probability density p (x), the expected value,
E [g (x)], is defined by

E [g (x)] =
+∞∫
−∞

g (x) p (x) dx. (2.5)

This gives directly the expected value of x (t), or the mean value, as

µx = E [x] =
+∞∫
−∞

xp (x) dx. (2.6)

The moments of a random variable give useful information in terms of numerical parameters,
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(a) Negative skewness (b) Positive skewness

Figure 2.1 Skewed probability density functions

these moments are calculated using

λi = E
[
(x− µx)i

]
, (2.7)

where i ∈ R+ is a positive real number. These moments are called the central moments of the
signal x (t). Eq. 2.7 results that λ1 = 0 and λ2 = σ2

x where σx is the standard deviation and
consequently λ2 is the variance of the random signal x (t).

The third moment λ3 enables calculating the skewness of the dynamic signal x (t) such as

γSk = λ3
σ3
x

. (2.8)

The skewness γSk is a dimensionless parameter that measures to which degree the signal is
non-symmetric around its mean. For symmetric signals, the skewness is zero; which is the case
of many random vibration signals that enjoy a symmetric probability distribution around the
mean (i.e. Gaussian distribution). This makes the skewness a good parameter for analysing the
non-Gaussian processes. Fig. 2.1 illustrates the skewness effect on the Gaussian distribution
process.

Another commonly used dimensionless parameter is the Kurtosis γKu which is related to the
fourth moment λ4 such as

γKu = λ4
σ4
x

. (2.9)

The kurtosis measures the degree of flattening of a probability density function where it com-
pares the tails of the probability density function with that of the normal distribution. For
normally distributed variables (Gaussian distribution) the kurtosis is exactly 3. If the dis-
tribution has a kurtosis larger than 3 the distribution is called leptokurtic (more peaky than
Gaussian), and if the kurtosis is less than 3 the distribution is called platykurtic (more flattened
than Gaussian). This is illustrated in fig. 2.2.

The skewness and kurtosis can be used to detect non-Gaussian processes. They can also be
used to detect the non-linearity since non-linear systems exhibit non-Gaussian responses.
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Figure 2.2 Probability density functions with different values of kurtosis

2.1.3 Histogram

The probability distribution and density functions are theoretical functions that cannot be esti-
mated from real-life signals. Therefore, the amplitude histogram is estimated from the discrete
signal x (n) that represents the time dependent signal x (t). The amplitude histogram illustrates
the distribution of samples over uniformly spaced amplitude intervals (each of width w) called
the bins. Fig. 2.3 presents the amplitude histogram of a given discrete signal x (n).

Let vi be the bin value, ci the number of samples in the bin, w the bin width, Nb the number
of bins in the histogram and Ns the number of samples in the discrete data x (n). According
to the calculated bin value vi, the histogram estimates the probability distribution for vi = ci

Ns
,

the probability density function for vi = ci
NSw

and the cumulative density function for vi =
1
Ns

∑i
j=1 cj .

Figure 2.3 Amplitude Histogram of a given signal x (n).

The choice of the bin width w of the bins is very important as it controls the smoothness of the
calculated histogram. The recommended bin width according to [Brandt, 2011] should be less
than the fifth of the standard deviation σx of the time signal x (n). In addition to that, [Brandt,
2011] recommends a minimum number of points of Ns = 104 per each discrete time-series x (n).
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Figure 2.4 Theoretical and estimated probability density and cumulative probability functions
of a random signal x (t) with mean value µx = 0 and standard deviation σx = 1.

Following the choice of the bin width w, it is possible to calculate the total number of classes
used to build the histogram using

Nb = xmax − xmin
w

, (2.10)

with xmin = min (x (n)) and xmax = max (x (n)) as the minimum and maximum values of the
time-series, respectively. Finally, the number of classes/bins Nb is rounded to the nearest integer
value.

2.1.4 Gaussian Probability Distribution

The most common probability distribution is the Gaussian distribution, which is also known as
the normal distribution. The random signal x (t) is said to have a Gaussian distribution when
its amplitude probability density function satisfies

p (x) = 1
σx
√

2π
e−

1
2

(
x−µx
σx

)2
, (2.11)

where µx and σx are the mean and the standard deviation of the random signal x (t), respectively.
The normal probability density and the cumulative probability functions estimated for the signal
presented in fig. 2.3 using its mean and its standard deviation values are presented in fig. 2.4. It
gets clear from this example, that the considered time signal x (t) has a Gaussian distribution
with an acceptable error.

By integrating the probability density function p (x) given in eq. 2.11 between −∞ and the
amplitude x it is possible to calculate the cumulative probability of amplitudes that lies in the
range −∞ < u ≤ x. This cumulative probability is given by

P (u ≤ x) = 1
2

[
1 + erf

(
x− µx√

2σx

)]
, (2.12)
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where erf(x) is the error function defined by

erf (x) = 2√
π

x∫
0

e−t
2dt. (2.13)

From eq. 2.12, it is also possible to obtain the probability of amplitudes that lies within the
range b ≤ x ≤ a using

P (b ≤ x ≤ a) = P (x ≤ a)− P (x ≤ b)

and the probability of amplitudes that lies within ±σx, ±2σx, and ±3σx around the mean µx
are given by 68.3 %, 95.5 % and 99.7 %, respectively.

2.2 Fundamental Properties of Stationary Ergodic Stochastic

Process

2.2.1 Correlation Function and Power Spectral Density

The most important statistical information about a random process is contained in the auto-
correlation function Rx (τ) defined by

Rx (τ) = E [x (t)x (t+ τ)] , (2.14)

which can be interpreted as a measure of the similarity a signal has with a time shifted version
of itself (shifted by τ). If the time shift has zero value, namely τ = 0, the auto-correlation
function is equal to the mean square value

Rx (τ) = E
[
x2 (t)

]
. (2.15)

The auto-covariance function is obtained in a similar way to the auto-correlation function when
the process is considered with respect to its mean value µx such as

Γx (τ) = E [(x (t)− µx) (x (t+ τ)− µx)] .

If the process has zero mean µx = 0, the auto-correlation and auto-covariance functions are
identical. Furthermore, for τ = 0, Γx (0) = σ2

x, or in other words, is equal to the variance of
the process which (together with the mean µx) are the most important statistical information
about the magnitude of the process. However, the variance and the mean does not give any
information about the frequency content. This information is contained in the auto-correlation
function Rx (τ) and can be extracted in the form of the two-sided power spectral density Sx (ω)
defined on the positive and negative frequencies such as

Sx (ω) =
+∞∫
−∞

Rx (τ) e−iωτdτ,
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where ω = 2πf is the circular frequency in rad
s and f is the frequency in Hz. The one-sided

spectral density

Gx (ω) =


2Sx (ω) ω > 0

Sx (ω) ω = 0

0 ω < 0

(2.16)

is defined only on the positive frequencies.

2.2.2 Random Response of Linear Systems

In the time domain, the input-output relationship of a linear system is given by

y (t) =
∞∫
−∞

H (t− τ)x (τ) dτ, (2.17)

with H (t) is the impulse response matrix. The element hij (t) is the time response of the
output i to a unit impulse applied to the input j. In frequency domain, this relationship is
given by

y (ω) = H (ω)x (ω) , (2.18)

where x(ω) and y(ω) are the Fourier transformation of x(t) and y(t), respectively; while H (ω) is
the frequency response function (FRF) matrix. hij (ω) is the Fourier transform of hij (t) and it
gives the complex amplitude of the harmonic response of the output i to a harmonic excitation
of unit amplitude at j input.

If the system is subject to independent inputs each is characterised by its power spectral den-
sity (PSD) Sx,i (ω), the input-output relationship between stationary excitation and stationary
response is given by

S
y

(ω) = H (ω)S
x

(ω)H∗ (ω) , (2.19)

where

S
x

(ω) = diag ([Sx,1 (ω) , Sx,2 (ω) , . . . , Sx,ni (ω)]) (2.20)

is a diagonal matrix with the PSD Sx,i (ω) of each input i, while ni is the number of system
inputs and H∗ (ω) is the conjugate transpose (Hermitian) of H (ω). The only restriction to this
relation is that the system must be linear. For the case of single-input-single-output (SISO)
systems eq. 2.19 could be simplified to

Sy (ω) = |H (ω)|2 Sx (ω) . (2.21)

A very interesting result could be obtained from this last equation. For the SISO linear systems,
it is possible to calculate the output PSD by knowing the input PSD and the system FRF H (ω).
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The FRF H (ω) could be estimated using different methods, such as the finite-element model
of the system.

2.2.3 Spectral Moments, Rice Formula, and Band-Width Parameters

The statistical properties of the stationary random process x (t) ∈ X(t) and its n-th time
derivatives dn

d tn (x (t)) are described by the moments of the power spectral density

λi =
∞∫
−∞

|ω|i Sx (ω) dω =
∞∫
0

ωiGx (ω) dω, i ∈ R+, (2.22)

where λi is the i-th spectral moment of the random process x(t) and i ∈ R+ might be any real
number greater than zero. The statistical properties of the random process x (t) and its time
derivatives are contained in the spectral moments such as

λ0 = σ2
x, (2.23)

λ2 = σ2
ẋ, (2.24)

λ4 = σ2
ẍ, (2.25)

where σ2
x, σ2

ẋ, and σ2
ẍ are the variance of the random process x (t), its first time derivative ẋ (t)

and its second time derivative ẍ (t), respectively; while λ0, λ2, and λ4 are the 0-th, the 2-nd and
the 4-th spectral moments of the random process x (t), respectively. Furthermore, the standard
deviation of x (t) is σx =

√
λ0. For fatigue analysis, the moments up to λ4 are normally used.

For a zero-mean stationary Gaussian process x (t), [Rice, 1944] has demonstrated that the
average number per unit of time of zero up-crossings νo is given by

ν0 = 1
2π

σẋ
σx

= 1
2π

√
λ2
λ0
. (2.26)

Similarly, the expected zero up-crossing rate of the time derivative ẋ (t), which also represents
the expected peak rate νp, is defined as

νp = 1
2π

σẍ
σẋ

= 1
2π

√
λ4
λ2
. (2.27)

Generally, the expected up-crossing rate ν0 is different from νp (i.e. ν0 = α2νp), and the more
the process is narrow-banded the more the rate of up-crossing ν0 approaches the expected rate
of peaks νp. The analytical derivation of eq. 2.26 and eq. 2.27 are described by [Rice, 1944]
and [Newland, 1993].

Based on this, it is possible to define the irregularity factor γIF that measures the number of
peaks counted in between two consecutive mean up-crossings such as

γIF = ν0
νp

= λ2√
λ0λ4

, 0 ≤ γIF ≤ 1, (2.28)
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Table 2.1 Irregularity factors and the band-width parameters
αi δv ε

Ideal narrow-band process 1.0 0.0 0.0
Ideal wide-band process 0.0 1.0 1.0

where γIF ranges from zero for the broad-band process to unity for the narrow-band process.

Another non-dimensional bandwidth parameters αi could be also used to characterise the distri-
bution of the extremes (peaks and valleys) of the random process, these parameters are defined
by

αi = λi√
λ0λ2i

, 0 ≤ αi ≤ 1, (2.29)

where the index i in this formula might take also non-integer values, therefore, i ∈ R+. In this
family of the bandwidth parameters, three different parameters are mostly used in literature
which are α1, α2, and α0.75, being α0.75 ≥ α1 ≥ α2 [Benasciutti, 2012]. For a narrow-band
process, αi values approach unity, and the higher the value of αi the narrower is the process
in the frequency domain and vice-versa. Furthermore, for Gaussian process γIF = α2, how-
ever, for non-Gaussian process, γIF and α2 are not identical, but they will generally be quite
similar [Benasciutti, 2012].

Another frequently used parameters are the Vanmarcke’s parameter δv defined by

δv =
√

1− α2
1, 0 ≤ δv ≤ 1, (2.30)

and the spectral width parameter ε [Wirsching et al., 1980] given as

ε =
√

1− α2
2, 0 ≤ ε ≤ 1, (2.31)

where both are dimensionless measure of the dispersion of the PSD about a central frequency.
Therefore, for a narrow-band process δv tends to zero, however, it approaches unity as the
band-width increases. Tab 2.1 summaries the irregularity factors and their interpretation with
regard the band-width.

2.3 Stress Estimation

2.3.1 Stress Estimation from State Vector

Consider the dynamic response of a time-invariant linear structural system with nq degrees of
freedom subject to nu deterministic excitations (i.e. actuators excitation) in addition to nw

external random excitations (i.e. wind or wave). The equation of motion of such dynamic
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system is then given by

Mq̈ (t) + C
d
q̇ (t) +Kq (t) = F

u
u (t) + F

w
w (t) , (2.32)

where q (t) ∈ Rnq is the displacement vector, q̇ (t) and q̈ (t) are the velocity and acceleration
vectors, M , C

d
and K ∈ Rnq×nq are the mass, damping and stiffness matrices, F

u
∈ Rnq×nu

and F
w
∈ Rnq×nw are the deterministic and random excitation gain matrices, respectively,

finally u ∈ Rnu and w ∈ Rnw are the applied deterministic and stochastic loading on the
system, respectively. Furthermore, let y (t) ∈ Rny be the measurement vector that collects the
measurements from different sensors installed on the structure such as accelerometers, strain
gauges, etc.

Let the state vector be

x (t) =

 q (t)
q̇ (t)

 ∈ R2nq , (2.33)

then the system dynamics could be expressed in terms of the following state-space form

ẋ (t) = Ax (t) +Bu (t) +Gw (t) , (2.34)

y (t) = Cx (t) +Du (t) , (2.35)

where the state transition matrix A ∈ R2nq×2nq , the deterministic input gain matrix B ∈

R2nq×nu and the disturbance gain matrix G ∈ R2nq×nw are given by

A =

 0 I

−M−1K −M−1C
d

 , (2.36)

B =

 0
M−1F

u

 , (2.37)

G =

 0
M−1F

w

 , (2.38)

respectively. Furthermore C ∈ Rny×2nq is the observation matrix and D ∈ Rny×nu is the direct
feed-through matrix. These two matrices depend on the location and type of the used sensors.
The deterministic input is normally the actuator input and it follows a specific control low.
Assuming for example the full state feedback control low given by

u = −K
g
x, (2.39)

with K
g
is the controller gain matrix. The closed loop state space system is given by

ẋ (t) = A
c
x (t) +Gw (t) , (2.40)

y (t) = C
c
x, (2.41)

with A
c

= A−BK
g
is the closed loop transition matrix, and C

c
= C −DK

g
is the closed loop
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measurement matrix. If the open loop system is observable, then it is possible to estimate the
full state vector. Let x̂ (t) be an estimation of the state vector, then the corresponding estimate
of the stress vector ŝ (t) is given by

ŝ (t) = Σ
s
x̂ (t) , (2.42)

where Σ
s
is the shape matrix that depends on the finite element type in addition to the Young’s

modulus E and Poison’s ratio ν. In fact, the estimated stress vector depends only on the
estimated nodal displacement vector q̂ (t) which is part of the estimated state vector x̂ (t).
With the help of a finite element mesh with known element type and node coordinates, it is
possible to estimate the stress vector ŝ (t) as per eq. 2.42.

Using the definition of the cross power spectral density (CPSD), the CPSD S
ŝ

(ω) of the stress
response ŝ (t) can be obtained with respect to the CPSD S

x̂
(ω) of the estimated state vector x̂ (t)

in the form

S
ŝ

(ω) = Σ
s
S
x̂

(ω) Σ∗
s
. (2.43)

An estimation of the state vector could be obtained using for example a Luenberger observer
of the closed loop system given in eqs. 2.40, 2.41. Such observer takes the following form

ˆ̇x (t) = A
c
x̂ (t) + L

(
y (t)− ŷ (t)

)
, (2.44)

ŷ (t) = C
c
x̂ (t) , (2.45)

with the matrix L is the observer gain matrix. By taking Laplace transformation, and manip-
ulating the observer equations, it is possible to obtain

X̂ (s) =
(
sI −A+ LC

c

)−1
LY (s) , (2.46)

where X̂ (s) and Y (s) are the Laplace transformation of x̂ (t) and y (t), respectively, and s is
the complex Laplace variable. This last equation gives the relation between the cross power
spectral density of the estimated state vector and the CPSD of the measured output vector
such as

S
x̂

(ω) =
((
sI −A+ LC

c

)−1
L

)
S
y

(ω)
((
sI −A+ LC

c

)−1
L

)∗
. (2.47)

Similarly, the relation between the disturbance input and the measured output of the closed
loop system is given by

Y (s) = H (s)W (s) , (2.48)

with W (s) is the Laplace transformation of w (t) and H (s) is the transfer function matrix
between the disturbance input and the measured output given by

H (s) = C
c

(
sI −A

c

)
G, (2.49)
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and the relation between the CPSD of disturbance and the CPSD of the measured output is

S
y

(ω) = H (s)S
w

(ω)H∗ (s) . (2.50)

The main conclusion obtained from this derivation is that, in linear systems, it is possible to
estimate the power spectral density of the stress at any location in the structure using either
the spectral density of the measured output vector, or the spectral density of the input. This
is possible under the following conditions: the first one is the linearity of the system, which is
an essential condition. The second condition is the observability of the system, otherwise, it
would not be possible to estimate the state vector, and consequently the nodal locations. The
third condition, is the knowledge of the finite element mesh, element types, nodes coordinates,
in addition to the material properties such as Young’s modulus and Poison’s ratio.

If the system is weakly non-linear, a linearised model could give a good approximation to the
system, therefore, it could be used in the previous derivation. Furthermore, it is possible to
replace the strict observability condition with the slightly weaker detectability condition.

The advantage obtained from this derivation is that by knowing the power spectral density of
the disturbance input, such as the wind and wave loading on the turbine, or by knowing the
PSD of the measurements it is possible to derive the PSD of the stress at any given location
on the structure. This has a major advantage in the early design steps of the wind turbine, as
it allows reducing the simulation time and the corresponding effort when only the installation
site is known (wind and wave loading spectrum is known) and rough design details are available
at this stage. Using spectral methods in fatigue damage estimation, it is possible to check the
design against fatigue damage using the estimated stress spectral density at the critical locations
on the structure.

2.3.2 Stress Calculation from Strain Measurement

In most cases the stress value is not measured directly, but estimated using strain measurement
at given locations. This applies for the case of tower base fore-aft and side-side loading. In both
cases, strain sensors are employed to measure the deformation at given location of the cross
section and the stress value is calculated from the measured strain field using

εx

εy

εz

 = 1
E


1 −ν −ν

−ν 1 −ν

−ν −ν 1



sx

sy

sz

 , (2.51)

where εx, εy, and εz are the strains in the x−, y−, and z− directions, and sx, sy, and sz

are the corresponding stresses in the same directions, respectively. Assuming that the tower
cross section is located in the x− y plane, and the z−axis is defined along the tower axis; and
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considering that the thickness of the tower wall is small compared to the other geometrical
dimensions, therefore, the axial stress could be neglected sz = 0. By substituting this into
eq. 2.51, it is possible to obtain

εx

εy

εz

 = 1
E


1 −ν

−ν 1
−ν −ν


 sx

sy

 . (2.52)

The stress components sx and sy are given by sx

sy

 = E

1− ν2

 1 −ν

−ν 1

 εx

εy

 . (2.53)

Using this last formula, it is possible to estimate the stresses in the x− and y−directions using
the tower material properties.

2.4 General Fatigue Nomenclature

The fatigue cycle is a closed stress-strain hysteresis loop in the stress time-series of a solid
material [Sutherland, 1999]. Each fatigue cycle in a random loading can be characterised by its
peak value sp and valley value sv (being always sp ≥ sv) as illustrated in fig 2.5. Furthermore,
the local mean stress s̄ per each loading cycle is defined as

s̄ = 1
2 (sp + sv) , (2.54)

and the stress range r is

sr = sp − sv, (2.55)

while the amplitude of the stress cycle is half the range such as

s = 1
2sr = 1

2 (sp − sv) . (2.56)

Furthermore, the stress peak and valley values could be also expressed in terms of stress mean
and amplitude using

sp = s̄+ s, (2.57)

sv = s̄− s. (2.58)

In the case of stochastic loading time history s (t), the counted random cycles could be char-
acterised in a probabilistic sense using the joint probability density function (PDF) h (sp, sv),
depending on the peak sp and valley sv events and defined only for sp ≥ sv. The corresponding
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cumulative distribution function (CDF)

H (sp, sv) =
sp∫
−∞

sv∫
−∞

h (x, y) dxdy, (2.59)

gives the probability to count a cycle with peak lower or equal to level sp and valley lower or
equal to level sv. From the peak-valley joint probability density function and using a simple
change of variable, it is possible to express the cycle distribution in terms of stress amplitude
and stress mean values

pa,m (s, s̄) = 2h (s̄+ s, s̄− s) , (2.60)

Furthermore, the following marginal probability density function

pa (s) =
∞∫
−∞

pa,m (s, s̄) ds̄ (2.61)

gives the distribution of counted cycles as a function of amplitudes.

In a complete counting method, a cycle is attached to each maximum in the history, therefore,
the expected intensity of counted cycles νc is equal to the expected intensity of peaks νp, i.e.
νc = νp. Based on this, the marginal distribution of cycles can be also related to the distribution
of peaks and valleys [Tovo, 2002] using

pp (sp) =
sp∫
−∞

h (sp, v) dv, (2.62)

pv (sv) =
+∞∫
sv

h (p, sv) dp, (2.63)

where both equations are valid for the Gaussian, and non-Gaussian processes. Furthermore, it
is possible to define the cumulative cycle spectrum, also known as the loading cycle spectrum,
using

F (s) =
+∞∫
s

pa (x) dx, (2.64)

which defines the percentile of cycles having amplitudes higher than or equal to s.

2.4.1 Material Properties (The S −N Curve)

The fatigue strength of a material depends primarily on the stress amplitude s of the loading
cycles. For a constant amplitude, the fatigue life of some materials can be infinite if the ampli-
tude is below the endurance limit S∞ (the existence of such limit is still under debate [Sonsino,
2007]). Contrary to that the fatigue life of the material could end immediately if the stress
amplitude is larger than the ultimate tensile strength Su. The material fatigue strength could
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Figure 2.5 Fatigue nomenclature

be illustrated with the help of Wöhler curve (known also as the S −N curve) defined by

N (s, s̄) =


0

K (s̄) s−m

∞

Su ≤ s

S∞ < s < Su

s ≤ S∞

(2.65)

with N (s, s̄) is the number of cycles to failure at the constant stress amplitude s and mean
stress s̄, m is a material property (referred to later as the fatigue exponent) that determines the
slop of the S − N line on a log-log scale and K (s̄) is another material parameter (referred to
later as fatigue constant) that is proportional to the number of cycles a material can withstand
before failure. The above definition of the S − N curve accounts for the static strength and
the fatigue limit and by considering only the region between these two limits the Wöhler curve
could simply be expressed using the following formula

N (s, s̄) sm = K (s̄) , (2.66)

which would be used throughout this thesis.

The Wöhler curve defines the failure zone for any S−N pair that falls above the line. Typically,
the S−N curve is derived from experimental tests on samples of the material to be characterised.
In fatigue analysis the S − N curve selected for design is associated with a given survival
probability which is often 95 %, and level of confidence (often 95 %) in determining the curve
from materials data. Thus, the desired minimum level of reliability may be expected when the
damage sums to unity.
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Figure 2.6 Normalised S-N curve

2.4.2 Effect of Mean Stress

The general definition of the mean stress value s̄ considered in the process of fatigue life assess-
ment is defined as the static component of the stress history s (t) given by

s̄ = lim
T→∞

1
T

T∫
0

s (t) dt, (2.67)

with s (t) is the amplitude of the stress time history of time duration T . The mean stress
could also be obtained from the two-sided power spectral density Ss associated with the time
history s (t) as the peak at the 0Hz using

s̄ =

√√√√√√ 0+∫
0−

Ss (w) dw. (2.68)

A set of S−N curves are normally given for each material according to the mean stress value s̄
used in the carried fatigue test with constant loading amplitude s. In order to simplify fatigue
calculation and to be able to use only one S − N curve with zero-mean stress, an equivalent
stress amplitude value se with zero-mean is derived from the actual stress amplitude s with s̄
mean stress value, such as

se = Ki (s̄) s, (2.69)

with Ki (s̄) is a correction factor that could be defined according to one (but not limited to) of
the following models available in literature:

– The Goodman model

KD (s̄) =


1

1− s̄
Su

for 0 < s̄ < Su

1 for − Su < s̄ ≤ 0
(2.70)
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– The Soderberg model

KS (s̄) =


1

1− s̄
Sy

for 0 < s̄ < Sy

1 for − Sy < s̄ ≤ 0
(2.71)

– The Gerber model

KR (s̄) = 1

1−
(
s̄
Su

)2 for − Su < s̄ < Su (2.72)

with Su is the ultimate tensile strength, and Sy is the yield strength of the considered mate-
rial. While the Gerber model is not sensitive to the mean stress sign, Goodman and Soderberg
models consider only the case of positive mean stress (tensile stress). This is based on the obser-
vation that negative mean stress (compression) has negligible effect on crack propagation, and
consequently on material failure. In practice, the use of the correction factor model depends on
the mean stress value sensitivity of the considered material, and in general, Goodman correction
is considered to provide a lower bound on the available experimental data.

A distinction should be made at this point between the local mean stress calculated per each
loading cycle as defined in eq. 2.54 and the global mean stress calculate for the stress time
history s (t) as defined in eq. 2.67. While the local mean is changing with each loading cycle,
the global mean stress is constant for the case of stationary loading. Both mean stress values
use the same symbol, however, it is always possible to distinguish them through the context.

The effect of mean stress value could be easily considered with the rainflow algorithm by cycle
counting using the equivalent stress amplitude. However, when spectral method is used for
fatigue estimation, it is hard to take into account the effect of the mean stress due to the use
of the power spectral density function of the stress course and the information related to the
occurring globally and locally mean value are contained in the PSD in a way that is difficult to
use in practice. Several suggestions are available in literature to handle this issue, such as [Kihl
et al., 1999] and [Nieslony et al., 2012]. The proposed method of [Nieslony et al., 2012] is based
on transforming the PSD function of the non zero-mean stress course Gs (ω) into an equivalent
PSD function of zero-mean stress course Gs,e (ω), this transformation is done using

Gs,e (ω) = K2
i (s̄)Gs (ω) , (2.73)

where the mean stress value s̄ could be estimated using eq. 2.68. The main advantage of this
method is that the transformed PSD Gs,e (ω) represents a zero-mean stress course, which enables
the use of the various spectral methods developed with the assumption of zero-mean stress time
history for the narrow-band and broad-band stochastic loading characteristics.
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2.5 Linear Accumulation Hypothesis (Miner’s Rule)

Miner’s Rule assumes a linear accumulation of the partial damage introduced by n (s, s̄) cycles
each with mean stress value s̄ and stress amplitude s [Miner, 1645]. If N (s, s̄) is the number
of cycles to failure at the same stress mean and stress level, then the accumulated fatigue
damage D (T ) through the loading time history s (t), 0 ≤ t ≤ T under the linear damage
accumulation rule in its integral form is given by

D (T ) =
∞∫
0

∞∫
−∞

n (s, s̄)
N (s, s̄)ds̄ds, (2.74)

where D (T ) is the accumulated fatigue damage during the time duration T .

According to this rule, it is assumed that the structural failure will occur when the accumulated
fatigue damage D (Tlife) over the lifetime of the structure Tlife reaches a critical level Dcr.
This critical level is often taken to be unity, namely Dcr = 1. However, the computed critical
fatigue damage Dcr at failure over a wide range of references varies for the case of wind turbines
between Dcr,min = 0.79 and Dcr,max = 1.53 [Sutherland, 1999].

Damage intensity Ḋ (T ) (called also damage rate) as defined in eq. 2.75 is also used to express
how fast the damage is accumulated through time.

Ḋ (T ) = D (T )
T

. (2.75)

If the calculated damage intensity Ḋ (T ) during the loading time T is representative to the
average damage rate accumulated by a component over its service lifetime Tlife, namely, Ḋ (T ) =
Ḋ (Tlife), then the service lifetime of the structure Tlife is given according to eq. 2.75 by

Tlife = Dcr
Ḋ (T )

. (2.76)

The classical, linear and memory-less summation rule presented in eq. 2.74 is usually written
in two different forms. The first one is used for fatigue damage calculation in the time domain.
In this form, the zero-mean equivalent stress range se is obtained using Goodman correction
(eq. 2.70) and a counting algorithm is employed to obtain the number of all counted cycles
N (T ). Thus, the total damage is given by

D (T ) =
N(T )∑
i=1

1
Ni
, (2.77)

with Ni is the number of cycles to failure at the equivalent stress amplitude si. By using eq. 2.66,
this last equation takes also the following form

D (T ) = 1
K

N(T )∑
i=1

smi . (2.78)

The second form of the Miner’s rule is used for fatigue damage estimation in the frequency
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domain and is applied for a system subject to a random loading s (t). Due to the random
nature of the stress loading, the total damage D (T ) is replaced by the expected value of the
fatigue damage and eq. 2.78 is re-written in the following form

D (T ) = E

 1
K

N(T )∑
i=1

smi

 . (2.79)

Under the assumption of large number of counted cycles N (T ), and that the amplitudes have
the same distribution with weak dependency between them, then the expected fatigue damage
could be calculated using

D (T ) = 1
K
E [N (T )]E [sm] , (2.80)

with E [N (T )] is the expected number of cycles counted in the time interval T . By considering
a stationary process, E [N (T )] could be estimated with the help of the expected intensity of
counted cycles νc in the case of rainflow counting, this means

E [N (T )] = νcT. (2.81)

Furthermore, in a stationary process, E [sm] could also be estimated with the help of the m-th
moment of the probability density function pa (s) of amplitude s defined by the the counting
method adopted (e.g. rainflow count). With the assumption of zero mean value of the stress s,
the expected fatigue damage is then given by

D (T ) = TνcK
−1

+∞∫
0

smpa (s) ds, (2.82)

and the expected fatigue damage intensity is defined as

Ḋ (T ) = νcK
−1

+∞∫
0

smpa (s) ds. (2.83)

This last formula clearly states that for a random stationary process having a zero-mean stress,
the expected fatigue damage intensity depends uniquely on the counting method used to build
the distribution pa (s). As the rainflow method is the industry standard counting algorithm,
it is mainly used in this work. Furthermore, eqs. 2.82 and 2.83 are valid only for the case of
stationary random process with zero mean.

Formula 2.83 could be generalised for the case of stress loading s (t) having mean stress s̄ using
the equivalent stress to the following form

Ḋ (T ) = νcK
−1

+∞∫
0

+∞∫
−∞

pa (se, s̄) sme ds̄ds, (2.84)

where se is the equivalent stress amplitude as given per eq. 2.69.

It is worth to notice at this point, that normalizing the fatigue damage calculated using eq. 2.82
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Figure 2.7 Procedure of fatigue damage estimation in time domain using rainflow counting
algorithm.

by the fatigue damage calculated using the rainflow counting method in time domain will result
to

η = D (T )
DRFC (T ) = νcT

∫+∞
0 smpa (s) ds∑N(T )

i=1 smi
. (2.85)

The normalised fatigue damage index η depends only on the material parameter m in addition
to the nature of the random loading. The normalised fatigue damage index is very useful
when comparing fatigue damage estimation using different spectral methods with respect to
the industry standard rainflow counting method. The optimal value of the normalised fatigue
index is close to unity, namely η ≈ 1. This means that the estimated fatigue damage in frequency
domain gives similar result to that estimated in the time domain. A value larger than unity of
the normalised fatigue index indicates that the spectral method gives more conservative fatigue
damage estimation than the time domain. Conversely, if η < 1 then the spectral method fails
to predict the material failure.

2.6 Time-Domain Approach

Cycle counting is the industry standard and the general best practice in fatigue damage cal-
culation for wind turbines in time-domain analysis. The widely used cycle counting algorithm
is the rainflow cycle counting which is first introduced by Matsuishi and Endo to the scien-
tific community in 1968 [Murakami, 1992]. Later in 1982, Downing and Socie [Downing et al.,
1982] has developed one of the most widely referenced and used rainflow cycle-counting algo-
rithm. This algorithm is the one outlined in the Annex G of the IEC61400− 1 edition 3 [IEC,
2005]. In this method, the cycle count distribution is presented as the stress amplitude-mean
histogram n (s, s̄) where the cycles are classified according to their stress level and mean values
(fig. 2.7) as a first step, then Goodman correction might be used to compensate for the mean
stress value (local or global) before employing the Miner’s rule (eq. 2.78) to assess the fatigue
life/damage of the structure or component. The work steps in this approach are illustrated in



32 Chapter 2. Random Response Fatigue Analysis

Figure 2.8 Amplitude-mean histogram and equivalent amplitude histogram.

fig. 2.7.

The amplitude-mean histogram n (s, s̄) depends on two variables, the mean stress value s̄ and
the stress amplitude s. Using one of the previously presented models in sec. 2.4.2 for mean
stress compensation, the amplitude-mean histogram could be transformed into an equivalent
histogram n (se) that depends only on the equivalent stress level se. An example of such
transformation is illustrated in fig. 2.8.

The rainflow counting algorithm is a non-linear numerical algorithm. It has a complex sequen-
tial structure that requires significant loading history window in order to decompose arbitrary
sequences of loads into cycles. To calculate fatigue damage from a stress loading history, the
RFC algorithm counts the loading cycles and the maxima, then the Palmgren-Miner rule is
applied to compute the expected fatigue damage and the fatigue life. Due to the requirements
and the complexity of the RFC algorithm, it can only be used as a post-processing algorithm,
or in other words, it is always performed offline.

Traditionally, fatigue damage has been estimated using the rainflow counting technique with
satisfactory results obtained from the periodic loading time signals, such as from the stress or
strain measurements. However, the main critics of this approach is the need for very large
time records with high sampling rates in order to capture correctly signal dynamics (peaks and
valleys) in addition to the needed computational power and the huge required storage space
for such measured signals or to generate numerical time-series using wind turbine modelling
software. These points limit the designer’s ability to do fatigue calculation using the time-
domain approach.
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(a) Narrow-band process (b) Wide-band process

Figure 2.9 Narrow-band and Wide-band processes

2.7 Frequency-Domain Approach

While fatigue damage estimation in time-domain follows a direct approach in building the
amplitude-mean histogram n (s, s̄) by direct cycle counting and classification of the loading
time-series amplitude, the frequency-domain approach handles the problem of cycle counting
by estimating the probability density function (PDF) of stress mean and amplitude pa,m (s, s̄)
by using the extracted statistical properties of a stationary stochastic process from the cor-
responding power spectral density (PSD). The joint amplitude-mean distribution pa,m (s, s̄) is
then used in the linear damage accumulation as presented in sec. 2.5 to calculate the fatigue
damage ratio and the fatigue life time of the structure.

Most of the early developed spectral methods neglect the effect of the mean stress or the process
is assumed to have a zero-mean stress value in order to be able to estimate the marginal PDF
pa (s). This could be justified as the mean stress is related to the static loading which should be
calculated separately and it does not affect the fatigue damage calculations if the appropriate
S − N curve that corresponds to the mean stress is used. However, the recently developed
spectral methods enable considering the mean stress value by estimating the joint probability
density function pa,m (s, s̄) instead of only approximating the marginal PDF pa (s). Recently,
[Niesłony et al., 2015] proposed a method that enables handling the mean stress in spectral
fatigue estimation by means of transforming the PSD obtained from non-zero mean stress using
one of the previously defined mean-stress compensation models (sec. 2.4.2). This approach
when combined with the first set of methods that estimate directly pa (s) would enable taking
the mean stress value into account.

By neglecting the mean stress effect, or by using the equivalent stress amplitude with zero
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mean value, the problem of fatigue estimation using spectral methods is simplified from finding
a general and more realistic expression of the joint probability density function pa,m (s, s̄) into
approximating the probability density function of amplitudes pa (s) which is the main challenge
for all spectral methods. For this purpose, different assumptions on the loading signals are
assumed and a number of approximations have been proposed in the literature. The main
simplifying hypothesis is the Gaussian loading assumption which is reasonable if the stochastic
loading has Gaussian distribution characteristics and the excited structure has linear behaviour.
The main benefit of the Gaussian assumption is that it simplifies finding an explicit formula for
both cycle distribution and fatigue damage [Rice, 1944].

Under the Gaussian assumption, the spectral methods could be classified according to the
energy distribution over frequency in the PSD and consequently the used approximation of the
probability density function. Therefore, it is possible to distinguish between the narrow- and
wide-band methods. In the narrow-band processes, the PSD has most of its significant values
on a very limited frequency range and the peaks and valleys are almost symmetrically placed
with respect to the mean level. Furthermore, the consecutive peaks and valleys cannot occur
without a mean level crossing (see fig. 2.9). This means that in frequency-domain the loading
cycles distribution could be determined using analytical solutions such as the one proposed
by [Miles, 1954] and [Bendat, 1964]. On the contrary, the wide-band process does not share
those properties of the narrow-band which makes the definition of loading cycles not an obvious
task and empirical estimation of the cycle distribution should be considered.

At this point, it is possible to identify four main categories in fatigue damage estimation for
the wide-band processes. In the first category the proposed methods try to extend the narrow-
band results to the wide-band process by employing correction factors based on the spectral
moments such as the methods proposed by [Benasciutti, 2012; Fu et al., 2000; Gao et al.,
2007; Larsen et al., 1991; Tovo, 2002; Wirsching et al., 1977] and [Gao et al., 2008]. The main
drawback of such methods is that no exact estimation of the rainflow amplitude distribution
of the wide-band process is estimated; and the relating information are lost because only the
fatigue damage is calculate at the end. The methods of the second category attempt to ap-
proximate the real cycle amplitude distribution pa (s) as a weighted combination of different
basic distributions such as Rayleigh, Weibull, Exponential, etc. The weighting factors depend
on the spectral moments and are empirically estimated either using numerical simulations or
experimental results. The proposed methods: Dirlik [Dirlik, 1985], Jiao-Moan [Zhao et al.,
1992], Petrucci-Zuccarello [Petrucci et al., 2004], Bands-method [Braccesi et al., 2005], and
Tovo-Benasciutti [Benasciutti et al., 2005b] go under this category. In the third category (or
the special methods category) the fatigue damage intensity of the wide-band process is esti-
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Table 2.2 Classification of spectral methods of fatigue damage estimation

Spectral method Reference short-
name

Narrow-
band

Wide-band - Category

First Second Third

Narrow-band [Rychlik, 1993] NB •

Wirsching-Light [Wirsching et al., 1980] WL •

Ortiz-Chen [Ortiz et al., 1987] OC •

Single-Moment [Benasciutti et al., 2013;
Larsen et al., 1991]

SM •

Empirical α0.75 [Benasciutti et al., 2004] α0.75 •

1st Tovo-Benasciutti [Benasciutti, 2012; Tovo,
2002]

TB1 •

2nd Tovo-Benasciutti [Benasciutti, 2012; Tovo,
2002]

TB2 •

Dirlik [Dirlik, 1985] DK •

Simplified Zhao-Baker [Zhao et al., 1992] ZBs •

Improved Zhao-Baker [Zhao et al., 1992] ZBi •

Petrucci-Zuccarello [Petrucci et al., 2004] PZ •

Bands Method [Braccesi et al., 2015a] BM •

mated directly without the need to estimate the corresponding amplitude distribution. Under
this category goes for example the method proposed by [Petrucci et al., 2004] where the prob-
lem of damage estimation is reformulated into estimating an integral that represents the m-th
moment of the amplitude PDF in terms of various spectral parameters. The Bands method
proposed recently by [Braccesi et al., 2015a] goes also under this category. This method re-
formulates the fatigue damage estimation of the wide-band process as a non-linear summation
of fatigue damage estimated for n narrow bands using the narrow-band method. Finally, the
fourth category tries to translate the procedure of hysteresis loop identification in time domain
into the frequency domain [Olagnon, 1994; Rychlik, 1987], however, these methods require large
computational effort and are, therefore, difficult to implement. Tab. 2.2 summaries the spectral
methods considered in this thesis and their corresponding category.

The general work steps for fatigue damage estimation of a Gaussian loading using spectral
methods are illustrated in fig. 2.10. These steps start by building the power spectral density
of the stationary stochastic process (structural response or measured stress), followed by ex-
tracting the statistical properties necessary for fatigue damage calculation using the appropriate
estimation category/method. A detailed review of the different spectral methods is presented
by [Sherratt et al., 2005] and recently by [Mršnik et al., 2013].
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Figure 2.10 General procedure of fatigue damage estimation in frequency domain.

The structural response of the wind turbine has a non-Gaussian characteristics due to two
main reasons. The first one is the non-Gaussian characteristics of the wind and wave loading
on the wind turbine. The second reason is the structural non-linearity (aerodynamics and
hydrodynamic loading) of the wind turbines. As the Gaussian assumption is critical for the
frequency domain fatigue analysis, the non-Gaussianity of the structural response should be
taken into account. Two different approaches are proposed in literature to handle this problem,
both of them make use of the developed methods under the Gaussian assumption. These
approaches are explored in details later in this section.

2.7.1 Spectral Fatigue Damage Estimation of Gaussian Loading

Spectral fatigue damage assessment under the Gaussian assumption has been widely studied and
many methods have been developed to address this topic. This section goes through the methods
previously identified in the first three categories as they could be used for fatigue damage
estimation of wind turbines. A short formulation of each method is presented. Furthermore,
Table 2.3 summaries the considered methods and the needed parameters in addition to the
resulted outputs.

2.7.1.1 Narrow-Band Approximation

The Narrow-Band (NB) approximation assumes that the cycle amplitude distribution pa (s)
coincides with the peak distribution pp (s) which converges to a Rayleigh probability distribution
given by

pa (s) = s

λ0
e
− s2

2λ0 . (2.86)

Furthermore, the intensity of counted cycles νc can be taken to be equal to the mean up-crossing
intensity ν0. The estimated fatigue damage of the NB method DNB during the time duration
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Table 2.3 Comparison between the various spectral methods under the Gaussian assumption
in terms of the required spectral moments and the resulted outputs.

Spectral Method
Probability

DRequired spectral moment λi distribution

λ0 λ1 λ2 λ4 λ 2
m

λ 2
m

+2 λ0.75 λ1.5 pa (s)

Narrow-band (NB) • • • •

Wirsching-Light (WL) • • • •

Ortiz-Chen (OC) • • • • • • •

Single-Moment (SM) • • •

1st Tovo-Benasciutti (TB1) • • • • • •

2nd Tovo-Benasciutti (TB2) • • • • • •

Empirical α0.75(α0.75) • • • • • •

Dirlik (DK) • • • • • •

Zhao-Baker simplified (ZBs) • • • • •

Zhao-Baker improved (ZBi) • • • • • • •

Petrucci-Zuccarello (PZ) • • • • •

Band Method (BM) • • •

T in its closed form is then given by

DNB = T
ν0
K

(√
2λ0

)m
Γ
(

1 + m

2

)
, (2.87)

with Γ ( · ) as the Euler gamma function defined by

Γ (z) =
+∞∫
0

tz−1e−tdt, (2.88)

where ν0,K and λ0 are as given in eq. 2.26, eq. 2.66, and eq. 2.22, respectively. A very important
notice is that the narrow-band damage intensity depends only on the 0-th and 2-nd moments,
namely on λ0 and λ2, in addition to the material properties K and m.

If the narrow band-band fatigue damage approximation is used with a wide-band process, it
is widely accepted that this approximation tends to overestimate the rainflow fatigue dam-
age [Rychlik, 1993].

2.7.1.2 Single-Moment Method

This method is developed by [Larsen et al., 1991] where the authors have proposed an empirical
relation for the fatigue damage. This method is often referred to, in the literature, as the Single-
Moment (SM) method [Larsen et al., 2015]. The mathematical interpretation of this method
has been recently provided by [Benasciutti et al., 2013] using the multi-axial fatigue damage



38 Chapter 2. Random Response Fatigue Analysis

estimation approach known as “Projection-by-Projection” (see sec. 2.8.2). This approach proves
that the Single-Moment method implies a non-linear summation of damage contributions of
narrow frequency bands given by a spectral decomposition of the PSD of s (t). In the SM
method, the empirical fatigue damage during the time duration T is given by

DSM = T
2m2

2πK
(
λ 2
m

)m
2 Γ

(
1 + m

2

)
. (2.89)

It is clear that this method depends only on the spectral moment λ 2
m

and the material proper-
ties m and K.

2.7.1.3 Wirsching-Light Method

The fatigue damage of the wide-band process estimated using [Wirsching et al., 1980] method
is simply an extension to the narrow-band estimation by an empirical correction (reduction)
factor such as

DWL = χWLDNB. (2.90)

The empirical correction factor χWL is assumed to be dependent on the fatigue curve parameter,
namely m, and on the spectral width parameter ε (eq. 2.31) such as

χWL = a (m) + [1− a (m)] (1− ε)b(m) ,

with the best fitting parameters a (m) and b (m) are given by

a (m) = 0.926− 0.033m, (2.91)

b (m) = 1.587m− 2.323. (2.92)

For narrow-band process ε = 0, Wirsching-Light method gives the same result as the narrow-
band (χWL = 1). However, unlike the narrow-band method, this method assumes that the
rainflow cycle counting is dependent on three spectral moments λ0, λ2 and λ4 through ε, and
consequently through α2 parameter. Finally, Wirsching-Light method has been developed for
S−N slope value of m = 3, 4, 5, and 6. For slope values m > 6, the method has not been tested
and the obtained results are questionable.

2.7.1.4 Ortiz-Chen Method

The Ortiz-Chen (OC) method is another method that tries to correct the estimated fatigue
damage using the narrow-band assumption. This method has been developed by [Ortiz et al.,
1987], and the estimate fatigue damage is given by

DOC = χOCDNB,
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where the correction factor χOC is defined as

χOC = βmi
α2

,

with βi being the generalized spectral band width

βi =
√

λ2λi
λ0λi+2

. (2.93)

The authors have proposed the following value for i = 2
m . Therefore, this method depends

on λ0, λ2, λ4, λ 2
m

and λ 2
m

+2 spectral moments, in addition to its dependency on the material
parameters m and K.

2.7.1.5 Tovo-Benasciutti Methods

This method has been proposed by [Tovo, 2002] and [Benasciutti, 2012]. It is based on the fact
that the rainflow amplitude probability density function pa (s) can be estimated using

pa (s) = bpLCCa (s) + (1− b) pRCa (s) , (2.94)

where pLCCa (s) is the amplitude PDF of level-crossing counting (LCC) method, i.e. narrow-band
approximation, and pRCa (s) is the amplitude PDF of range counting (RC) method (see [Benasci-
utti, 2012] for more details), while b is a constant determined using the spectral properties of
the process. The amplitude PDF for level crossing and range counting methods are given by

pLCCa (s) = α2
s

λ0
e
− s2

2λ0 , (2.95)

pRCa (s) = s

λ0α2
2
e
− s2

2α2
2λ0 , (2.96)

and there corresponding cumulative density functions are

PLCCa (s) = α2

(
1− e−

s2
2λ0

)
, (2.97)

PRCa (s) = 1− e
− s2

2α2
2λ0 . (2.98)

Eq. 2.94 leads to the following estimation of the fatigue damage

DTB = χTBDNB, (2.99)

where the correction factor is given by

χTB = b+ (1− b)αm−1
2 . (2.100)

The parameter b is numerically approximated by one of the following suggested two functions

bTB1 = min
{
α1 − α2
1− α1

, 1
}
, (2.101)

bTB2 = α1 − α2

(α2 − 1)2

[
1.112× (1 + α1α2 − (α1 + α2)) e2.11α2 + (α1 − α2)

]
. (2.102)

This approach is supported by the analytical derivation of the lower and upper fatigue intensity
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limits, whereas the linear combination parameter b in both forms depends implicitly on four
spectral moments λ0, λ1, λ2, and λ4 through α1 and α2 band width parameters in addition
to the material constants m and K. The estimated fatigue damage using Tovo-Benasciutti
methods are referred to as DTB1 and DTB2 according to the used constants bTB1 and bTB2 in
the correction factor χTB , respectively.

2.7.1.6 The α0.75 Method

Similar to the previous method presented in Sec. 2.7.1.5, the α0.75 method, as proposed by
[Benasciutti et al., 2004], estimates the fatigue damage in eq. 2.99 using a correction factor
χα0.75 chosen on pure empirical bases and given by

χα0.75 = α2
0.75,

where α0.75 could be calculated using eq. 2.29. And the estimated fatigue damage using this
method is identified as Dα0.75 . It is clear from this formulation that the correction factor is
independent of the fatigue exponent m, however, the method still depends on λ0, λ2, λ0.75

and λ1.5 in addition to the material constants m and K.

2.7.1.7 Dirlik Method

The rainflow amplitude distribution pa(s) is approximated in Dirlik method (DK) using a com-
bination of an exponential and two Rayleigh probability densities [Dirlik, 1985]. The approxi-
mated closed-form expression of the probability density function of rainflow amplitude s is given
by

pa (s) = 1√
λ0

[
G1
Q
e
− z
Q + G2z

R2 e
− z2

2R2 +G3ze
− z

2
2

]
, (2.103)

with z as the normalised stress amplitude given by

z = s√
λ0
. (2.104)

In addition to that, the following parameters are defined

xm = λ1
λ0

√
λ2
λ4
, (2.105)

G1 = 2
(
xm − α2

2
)

1 + α2
2

, (2.106)

G2 = 1− α2 −G1 +G2
1

1−R , (2.107)

G3 = 1−G1 −G2, (2.108)
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R = α2 − xm −G2
1

1− α2 −G1 +G2
1
, (2.109)

Q = 1.25 (α2 −G3 −G2R)
G1

. (2.110)

The closed form expression for the fatigue damage using the linear fatigue accumulation rule
could be calculated by substituting eq. 2.103 into eq. 2.83 to obtain

DDK = νpTK
−1λ

m
2

0

[
G1Q

mΓ (1 +m) + 2
m
2 Γ
(

1 + m

2

)
(G2 |R|m +G3)

]
(2.111)

Dirlik method presents a very good approximation of the rainflow amplitude distribution. How-
ever, this method does not account for the mean value dependency, and with the absence of the
theoretical background, as it is developed as a completely approximate approach, it is hard to
extend it to handle non-Gaussian processes.

2.7.1.8 Zhao-Baker Method

It is possible to distinguish two forms of Zhao-Baker method which are recognised as the simpli-
fied and improved forms [Zhao et al., 1992]. Both forms of Zhao-Baker method follow the same
concept of Dirlik by approximating the rainflow amplitude distribution pa (s) using a weighted
linear sum of Weibull and Rayleigh distributions such as

pa (z) = w abzb−1e−az
b︸ ︷︷ ︸

Weibull

+ (1− w) ze−
z2
2︸ ︷︷ ︸

Rayleigh

, (2.112)

with w as the weighting factor 0 ≤ w ≤ 1 given by

w = 1− α2

1−
√

2
πΓ
(
1 + 1

b

)
a−

1
b

, (2.113)

while z is the normalised stress amplitude as given in eq 2.104. Furthermore, the Weibull
distribution parameters a > 0 and b > 0 are calculated with the help of the spectral properties.
The calculation of these parameters in the simplified form of [Zhao et al., 1992] is done using

a = 8− 7α2, (2.114)

b =


1.1 α2 < 0.9

1.1 + 9 (α2 − 0.9) α2 ≥ 0.9
, (2.115)

and in this approximation, if α2 ≤ 0.13 it happens that w > 1, which is not correct.

The improved form of [Zhao et al., 1992] method suggests an improved version of the a parameter
for the case of small values of m (e.g. m = 3) where the rainflow damage is more closely related
to α0.75 than α2. The a parameter in this improved version is calculated using a = d−b, where d
is the solution of

Γ
(

1 + 3
b

)
(1− α2) d3 + 3Γ

(
1 + 1

b

)
(χZBα2 − 1) d+ 3

√
π

2α2 (1− χZB ) = 0, (2.116)
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with χZB is given according to [Zhao et al., 1992] as

χZB |m=3 =


−0.4154 + 1.392α0.75 if α0.75 ≥ 0.5

0.28 if α0.75 < 0.5
. (2.117)

Once again, this improved formulation has some weak points, such as having negative values
of w when considering particular values of α0.75 and α2. Furthermore, both the simplified and
improved forms of the [Zhao et al., 1992] method gives the amplitude density function as

pa (s) = w
ab√
λ0

(
s√
λ0

)b−1
e
−α
(

s√
λ0

)b
+ (1− w) s

λ0
e
− 1

2

(
s√
λ0

)2

, (2.118)

and the closed form of fatigue damage according to Palmgren-Miner rule is calculated using

DZB = νpTK
−1λ

m
2

0

[
wa−

m
b Γ
(

1 + m

b

)
+ (1− w) 2

m
2 Γ
(

1 + m

2

)]
. (2.119)

Finally, the estimated fatigue damage using [Zhao et al., 1992] method in its simplified form
depends on λ0, λ2 and λ4 while the improved form depends in addition to that on λ0.75 and
λ0.5. Both forms require also to the material constants m and K.

2.7.1.9 Petrucci-Zuccarello Method

Unlike the previous methods in fatigue damage estimation where the probability distribution
function of the amplitudes pa (s) is firstly approximated, then the damage intensity is calculate
using eq. 2.83; [Petrucci et al., 2004] has proposed another approach in handling the problem of
fatigue damage estimation. The proposed method starts from eq. 2.83 and taking the number
of expected cycle rate to be equal to the number of peak rate (i.e. νc = νp), then re-writing the
equation to the following from

DPZ = νpTK
−1

+∞∫
0

sme p (se) dse = νpK
−1Λm, (2.120)

where Λm represents the m-th moment of the probability distribution pa (s) of the rainflow
equivalent amplitude which depends on unknown set of spectral parameters

Λm =
+∞∫
0

sme p (se) dse. (2.121)

Based on this re-formulation, the problem of fatigue damage estimation becomes a problem of
the correct estimation of the m-th moment Λm in terms of several spectral parameters. The
authors have found a reasonable approximation of Λm of the form

Λm = λ
m
2

0 ϕ
(
α1, α2,m, R̃

)
, (2.122)

where R̃ = smax
Su
∈ [0.15, . . . , 0.9] is a dimensionless parameter related to the maximum stress smax

of the process and the ultimate tensile strength of the material Su. Furthermore, ϕ ( · ) is an
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exponential function defined by

ϕ
(
α1, α2,m, R̃

)
= eΨ(α1,α2,m,R̆), (2.123)

with Ψ
(
α1, α2,m, R̆

)
is assumed to take the following polynomial form

Ψ
(
α1, α2,m, R̆

)
=
[2

9 (Ψ4 −Ψ3 −Ψ2 + Ψ1) (m− 3) + 4
3 (Ψ3 −Ψ1)

] (
R̆− 0.15

)
+ 1

6 (Ψ2 −Ψ1) (m− 3) + Ψ1, (2.124)

and the constants Ψi, i = 1, . . . , 4 are calculated with the help of α1 and α2 according to

Ψ1 = −1.994− 9.381α2 + 18.349α1 + 15.261α1α2 − 1.483α2
2 − 15.402α2

1, (2.125)

Ψ2 = 8.229− 26.510α2 + 21.522α1 + 27.748α1α2 + 4.338α2
2 − 20.026α2

1, (2.126)

Ψ3 = −0.946− 8.025α2 + 15.692α1 + 11.867α1α2 + 0.382α2
2 − 13.198α2

1, (2.127)

Ψ4 = 8.780− 26.058α2 + 21.628α1 + 26.487α1α2 + 5.379α2
2 − 19.967α2

1. (2.128)

This simplified model of [Petrucci et al., 2004] requires the knowledge of the material expo-
nent m ∈ [3, . . . , 9] and the ultimate tensile strength Su in addition to the statistical properties
of the process in the form of λ0, α1 and α2 in order to compute the rainflow damage intensity
given in eq. 2.120.

One of the advantages of this method is the possibility to consider the effect of the stress mean
value on the fatigue damage estimation. This could be done by using the zero-mean equivalent
stress se calculated according to any of the presented correction factors presented in sec. 2.4.2.
However, as this method by-pass the estimation of the amplitude probability distribution, it is
not possible to get a clear idea which amplitudes have higher damage effect on the structure.
Furthermore, this method is still tied with the Gaussian assumption.

2.7.1.10 Bands-Method

Most of the proposed spectral methods assume certain shapes of the PSD function G (ω),
and the methods are tuned to give optimal results for the assumed PSD Shape function. By
deviating from the assumed PSD shape function, the accuracy of the calculate damage intensity
deteriorates. In order to by-pass the assumption on the shape of the PSD function, [Braccesi
et al., 2015a] proposed recently the Bands method (fig. 2.11). The basic idea of the proposed
approach is to divide the PSD function G (ω) into n frequency bands sufficiently narrow so that
each band is associated with a Rayleigh distribution. By making use of the proven analytical
results, the damage Di of each narrow band (see sec. 2.7.1.1) could be calculated and the total
damage is then obtained using a particular non-linear combination rule.

Using the spectral decomposition, [Braccesi et al., 2015a] proposed defining a common value of
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Figure 2.11 Block diagram of fatigue damage estimation using the Bands method.

the up-ward crossing frequency ν0r (arbitrary chosen) for all the bands, then by imposing an
equivalence between the damage of a real i-th condition and the equivalent one, the zero-order
reference spectral moment λ0ri of the i-th band is then given as

λ0ri =
(
ν0i
ν0r

) 2
m

λ0i , (2.129)

where ν0i and λ0i are the up-crossing rate and the zero-order spectral moment of the i-th
frequency band. Based on this, the damage Di of the considered band is given according
to eq. 2.87

Di = T
ν0r
K

(√
2λ0ri

)m
Γ
(

1 + m

2

)
. (2.130)

By substituting eq. 2.129 into eq. 2.130 it is possible to obtain

Di = T
ν0i
K

(√
2λ0i

)m
Γ
(

1 + m

2

)
(2.131)

which gives the general formula of fatigue damage of the narrow band i. The total damage could
be calculated according to the updated formulation of the method presented by [Benasciutti
et al., 2016] using the multi-axial ’Projection-by-Projectoin’ approach such as

DBM =
(

n∑
i=1
D

2
m
i

)m
2

. (2.132)

It is clear that the final summation rule is a non-linear summation of the partial damage Di, and
it has similar analogy to the damage estimation in the multi-axial case. The common reference
up-ward crossing frequency ν0r is arbitrary chosen, and the number n of considered spectral
bands should be kept within reasonable limits to keep the narrow-band assumption valid.

The main drawback of this approach is the assumption that the considered bands are statistically
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Figure 2.12 Example of bimodal process.

not correlated. If this assumption is violated, this leads to an over estimation of the total fatigue
damage as it is clear from the obtained results.

2.7.1.11 Bimodal Methods

A special case of the wide-band stochastic loading is the so-called the bimodal process. This
has a spectral density formed by superposition of two well separated narrow-band contributions.
The first narrow-band is called the low frequency band (LF), while the second is called the high
frequency band (HF) (fig 2.12). The bimodal spectra is a typical loading characteristic of the
offshore platforms under wave loading with two well-defined resonant frequencies [Benasciutti
et al., 2005a; Benasciutti et al., 2005c].

In the bimodal processes, it is known in advance that two types of cycles are extracted in
rainflow count. The first cycle type is the large cycles that are associated to the slowly-varying
low-frequency component. The second cycle type is mainly generated by the high-frequency
component. Based on this clear separation between the cycle types in the rainflow count, it
is possible to conclude that the rainflow damage may conveniently be computed as the sum of
two separate contributions. Using this argument, many bimodal spectral methods have been
developed for fatigue analysis such as [Cianetti et al., 2005; Fu et al., 2000; Jiao et al., 1990]
who proposed correcting the narrow-band estimation using a correction factor that reflects the
bimodal characteristics of the loading. [Benasciutti et al., 2005c; Benasciutti et al., 2007] have
compared several bimodal methods against their wide-band method explained in sec. 2.7.1.5
and have found that the bimodal method developed by [Jiao et al., 1990] gives good fatigue
estimation results. Therefore, this method is considered in this work.
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Jiao-Moan Method

The bimodal process x (t) ∈ X (t) could be written as

x (t) = x1 (t) + x2 (t) ,

with x1 (t) corresponds to the low-frequency component and x2 (t) corresponds to the high
frequency component. By normalizing this process to have a unit variance, it is possible to
obtain the normalised process

x∗ (t) = x∗1 (t) + x∗2 (t) , (2.133)

which has λ∗0 = λ∗0,1 + λ∗0,2 = 1, with λ∗0,1 = λ0,1
λ0

, and λ∗0,2 = λ0,2
λ0

are the variances of the
normalised components x∗1 (t) and x∗2 (t), respectively; and the higher moments of the normalised
components are calculated in similar way. The fatigue damage is given according to this method
by

DJM = χJMDNB, (2.134)

with the correction factor χJM is calculated using

χJM = ν0,P
ν0

(λ∗0,1)m2 +2
1−

√√√√λ∗0,2
λ∗0,1

+
√
πλ∗0,1λ

∗
0,2
mΓ

(
m
2 + 1

2

)
Γ
(
1 + m

2
)
+ ν0,2

ν0
λ∗0,2. (2.135)

Furthermore, the frequency of large cycles ν0,P is given by

ν0,P = λ∗0,1ν0,1

√√√√1 +
λ∗0,2
λ∗0,1

(
ν0,2
ν0,1

δ2

)2

, (2.136)

where

ν0,1 = 1
2π

√√√√λ∗2,1
λ∗0,1

, (2.137)

ν0,2 = 1
2π

√√√√λ∗2,2
λ∗0,2

, (2.138)

δ2 =

√√√√1−
λ∗21,2

λ∗0,2λ
∗
2,2
. (2.139)

The correction coefficient χJM is equal to unity when λ∗0,1 = 1 or λ∗0,2 = 1, which gives the same
fatigue damage of the narrow-band method. For well-separated bimodal process, eq. 2.135
presents good approximation. However, it is possible to get more conservative results than the
narrow-band method as χJM > 1 if the bimodal components are not well-separated. This might
happen in case of small values of ν0,2

ν0,1
combined with large λ∗0,1 values.
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2.7.2 Spectral Fatigue Damage Estimation of Non-Gaussian Loading

The non-Gaussian process deviates from the normal distribution. This deviation could be
estimated with the help of two statistical parameters, namely, the skewness γSk and the kur-
tosis γKu. If fatigue damage estimation is done on a non-Gaussian loading using Gaussian
spectral methods this might lead to an unknown estimation error which is particularly large
when γKu � 3 [Benasciutti et al., 2017]. This means that the obtained results can not be
trusted.

Two different approaches are proposed in literature that enable spectral damage estimation of
non-Gaussian loading. The common point between these two approaches is to make use of
the well developed spectral damage estimation methods under the Gaussian random loading.
These two approaches are referred to as the corrected Gaussian approach and the transformed
Gaussian model. Following is a brief description for each approach.

2.7.2.1 Corrected Gaussian Approach

This approach is based on estimating the fatigue damage DG under the Gaussian assumption
using any of the previously presented Gaussian methods, then the corrected fatigue damage DnG
is calculated using the correction factor χnG that reflects the non-Gaussianity of the process

DnG = χnGDG, (2.140)

The correction factor χnG is a function of different parameters of the non-Guassian process and
the considered material, i.e.

χnG = χnG (s̄, σs, γSk, γKu,m, . . . ) , (2.141)

which could be calculated using different approximations such as the one proposed by [Win-
terstein, 1988], [Wang et al., 2005] and most recently by [Braccesi et al., 2009]. This last
approximation is developed using simulation tools and is found to give superior results when
compared to the former two proposed correction factors. Therefore, the proposed correction
factor of [Braccesi et al., 2009] is considered, thereby, χnG is given according to the following
equation

χnG = e

m
3
2
π

(
γKu−3

5 −
γ2
Sk
4

)
. (2.142)

This formula has been optimised using numerical simulations for material exponent m ∈ [3, 10].
It shows the existence of a curve, called by the authors as the “Gaussian damage curve” formed
by kurtosis and skewness couples supplying a corrective coefficient close to unity. However, this
method ignores the stress mean value, also it ignores the dependency of the correction factor
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on the stress RMS value (see eq. 2.141).

Based on this correction factor, it is possible to develop the following steps in estimating the
fatigue damage of the non-Gaussian process according to flowchart in fig. 2.19.

The main drawback of this method is that the true distribution of amplitude probability distri-
bution of the non-Gaussian process is still unknown. Therefore, it is not possible to get a clear
idea which amplitudes have higher damage effect on the structure.

2.7.2.2 Transformed Gaussian Model Approach

As the Gaussian case is well studied and there are various approximative methods to estimate
fatigue damage of Gaussian process, it makes sense to transform the non-Gaussian process into
an equivalent Gaussian one. This transformation could be done mathematically with the help of
non-linear transformation. It has been used in estimating waves characteristics and later further
developed by [Benasciutti et al., 2006] to handle the fatigue estimation of non-Gaussian process
problem. The proposed method of [Benasciutti et al., 2006] handles the problem of estimating
the joint probability density function of the amplitude and mean of the random non-Gaussian
process which could be used to estimate the fatigue damage.

The non-Gaussian time-series x (t) ∈ X (t) of the non-Gaussian process X (t) could be trans-
formed into an auxiliary Gaussian one z (t) using a non-linear transformation such as

z (t) = G−1 (x (t)) , (2.143)

where G−1 ( · ) is continuously differentiable time-independent (memory-less) function with
positive derivative (strictly monotonic). This auxiliary loading z (t) enables estimating the
rainflow amplitude cumulative distribution function (CDF) PGa (z) using an appropriate Gaus-
sian method. The amplitude CDF PGa (z) could be then transformed back to consider the
non-Gaussian case using

PnGa (x) = PGa

(
G−1 (x)

)
= PGa (z) , (2.144)

with the amplitude cumulative distribution is simply shifted according to the transformation
G−1 ( · ). From this last equation, the amplitude PDF pnGa (x) of the rainflow cycles could be
obtained with simple differentiation and the linear damage rule could be used in the next step
to estimate the fatigue damage. The work steps of this approach are illustrated in fig. 2.13.

Different transformation functions G−1 ( · ) that transform the non-Gaussian processes into a
Gaussian one are proposed in literature such as [Rychlik et al., 1997] transformation which is
a non-parametric method based on the crossing intensity ν0, [Winterstein, 1988; Winterstein
et al., 1995] transformation is basically a monotonic cubic Hermite polynomial that uses higher
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Figure 2.13 Work steps of non-Gaussian fatigue damage estimation using transformed Gaus-
sian model method
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Figure 2.14 Hermiteter and linear transformation functions of the non-Gaussian process.

moments of x (t) to compute G−1 ( · ), [Ochi et al., 1994] transformation that employs a mono-
tonic exponential function along with higher moments of x (t) to compute G−1 ( · ) and finally
the [Sarkani et al., 1994] transformation which uses a monotonic power-law function in addition
to higher moments of x (t) to compute G−1 ( · ). Fig. 2.14 shows the linear transformation
in addition to [Winterstein et al., 1995] transformation for the case of non-Gaussian random
loading with skewness γSk = −0.1 and kurtosis γKu = 6.28 as an example. A detailed review
of the different Gaussian transformation models is available in [Benasciutti, 2012].

An important advantage of the transformed Gaussian model method over the correction factor
one is that the transformed Gaussian model enables the estimation of the rainflow amplitude
PDF of the non-Gaussian process. Fig. 2.15 demonstrates how the transformed Gaussian model
could be used to transform a non-Gaussian time-series into an equivalent almost Gaussian
loading. In this example, the skewness in reduced to zero and the kurtosis is reduced from
γKu = 6.28 to a value close to 3, namely, γKu = 3.37. The Hermiteter transformation function
G ( · ) used in this transformation is illustrated in fig. 2.14.

2.8 Non-Stationary Loading

In reality, the wind and wave random loading on wind turbine structures is non-stationary, that
means the statistical characteristics are time dependent. For example, the continuous change
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Figure 2.15 Example on using transformed Gaussian Model to transform non-Gaussian time-
series to a Gaussian one.

of weather condition, the change of wind direction which will in turn change the rotor and
nacelle direction accordingly, leading to the change of the loading mean value at tower base.
Furthermore, all spectral methods developed for fatigue analysis assumes zero mean value.
That is to say, the loading mean value is not taken into account in fatigue damage estimation
in spectral methods.

As the necessary condition required by the spectral methods is hardly to meet in practice, the
loading time history should be pre-processed to a suitable form for the spectral methods, then
fatigue analysis could be performed as a next step. Several methods could be used to pre-process
the loading signals, such as moving average trend estimation, low-pass filtering, parametric
trend estimation and the seasonal and trend decomposition using loses (STL) methods [Enders,
2015]. The moving average trend estimation (MATE) is the most common filter in digital signal
processing, mainly because it is the easiest digital filter to understand and to use [Smith, 1999].
The results obtained using this simple filter are similar to the results obtained using the other
previously mentioned methods which are more complex. Therefore, the pre-processing step is
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done using the MATE as described in the sec. 2.8.1.

Furthermore, the estimation of the total fatigue damage from the decomposed time-series is not
a simple linear summation of the calculated fatigue damage per each time-series component. A
possible estimation of the total fatigue damage from the different components could be done
using the multi-axial Projection-by-Projection (PbP) method applied to the uni-axial loading
combined with PSD spectral decomposition. This approach has been used by [Benasciutti et al.,
2013] to prove the well known Single-Moment method. The same approach is used also here to
estimate the total fatigue damage from the decomposed time-series using the MATE. Detailed
description of this method is given in sec. 2.8.2.

2.8.1 Signal Decomposition Using Moving Average Trend Estimation

In order to obtain a quasi-stationary loading, the measurements should be pre-processed to ob-
tain a signal with quasi-constant statistical properties. For example, the changing mean value
could be isolated from the measurements using trend estimation techniques that decompose
the time-series x (t) into two components, the first component is a deterministic trend compo-
nent xd (t) that might take the form of linear or higher order polynomial trend, while the second
component is a stochastic irregular one xs (t) that is not necessarily a white noise process. The
two components could be used to reconstruct the original time-series using

x (t) = xd (t) + xs (t) . (2.145)

Different approaches could be used to estimate each component. One of the most common
methods is to estimate the deterministic trend xd (t) using a moving average filter [Grandell,
2010], and the stochastic component could be then calculated using

xs (t) = x (t)− xd (t) . (2.146)

Moving average filter calculates the average of the measured samples over a window ofM points,
where M is a positive integer. If x [k] is the original time-series, the deterministic component
could be calculated using

xd [k] =
∑
j

w [j]x [k − j + 1] , (2.147)

which is the convolution between the time-series and the window w of the moving average filter
defined by

w =
[

1
2M

1
M · · · 1

M
1

2M

]T
∈ RM . (2.148)

An example of trend estimation using moving average filter is illustrated in fig. 2.16. The time-
series is a 10min measurement of bending load of a small wind turbine tower (normalised by
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its standard deviation) where wind speed changes its mean value in addition to the direction.
The variation of wind mean value and its direction change the mean tower bending stress value.
A moving average filter with window length of 12 s is used to estimate the time dependent
trend component; and the stochastic component is then calculated. The original time-series
has a constant mean value of x̄ = 0.21 which is equal to the mean value of the deterministic
component x̄d. However, the resulting stochastic component enjoys zero mean value x̄s = 0 and
the corresponding histogram is symmetric when compared to that of the original time-series.

By taking a closer look at the corresponding power spectral density of the original time-series,
the estimated trend and the stochastic components, it is clear that the PSD of the original
loading is decomposed into two spectra, the first component is related to the estimated trend
and has high amplitude at very low frequencies; while the second spectrum is related to the
stochastic component with zero amplitude zero frequency.

Fig. 2.16 also shows the amplitude-mean histogram obtained from the rainflow counting algo-
rithm for the original loading time-series, the estimated trend and the stochastic components.
The amplitude-mean histogram of the original time-series shows many cycles with small am-
plitude with positive mean. By de-trending the signal, the amplitude-mean histogram is de-
composed into two histograms. The first one is related to the estimated trend component and
contains mostly cycles with small amplitude in addition to a fewer cycles with large amplitudes;
and the second histogram is related to the stochastic component which is symmetric about the
zero-mean value and contains most of the cycles of the original time-series.

The window of the moving average filter plays an important rule in the spectral decomposition
and in the extraction of the trend and the stochastic components. If the window is too large,
the estimated trend tends to be linear, and if the window is too short, the estimated trend tends
to follow the original time-series. The optimal MATE window is the one that will isolate the
change of mean stress value related to the change of mean wind value and direction.

The process of estimating the trend using the moving average filter then calculating the stochas-
tic component is referred to later in this work as de-trending. Furthermore, the stochastic
component is called the de-trended or stochastic time-series.

The resulting stochastic component is not necessarily stationary or even quasi-stationary. This
is clear from the illustrated example in fig. 2.16 as the variance of the stochastic component
between 100 s and 200 s is about three times higher than that between 200 s and 300 s. Such non-
stationary loadings can be often modelled as a sequence of stationary load states where the mean
value and the variance level changes according to an underlying random process [Benasciutti
et al., 2010]. Under the assumption of constant mean for the switching loading, [Benasciutti
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et al., 2010] has showed that a linear combination of single loading spectra would provide a
fairly good estimation of the overall loading spectrum of the switching loading.

To obtain the stationary load states from the stochastic component, an automatic data segmen-
tation algorithm based for example on identification techniques could be employed to detect
the abrupt changes in the loading. However, it has been found through this work that the
spectral fatigue damage results obtained from the segmented stationary load states and that
from the stochastic components are similar which does not justify the extra computational ef-
fort needed for automatic segmentation. Therefore, the stochastic component resulting from
de-trending process is accepted to be roughly stationary and fatigue damage estimation using
spectral methods are calculated using it.

Figure 2.17 Illustration of the Projection-by-Projection method. Ω (t) is a stochastic load-
ing path in two-dimensional deviatoric space, with uni-axial stochastic projected
loadings Ωp,i (t) and Ωp,j (t) in the principal reference frame R0 = (si,0, sj,0)
(Source [Benasciutti et al., 2013]).
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2.8.2 Projection-by-Projection Criterion

Projection-by-Projection (PbP) method is a multi-axial criterion used for estimating fatigue
damage in multi-axial loading. It is based on a non-linear summation of the damage contribution
of stress components; defined as projections of the loading path in a deviatoric space along the
axes of a suitable principle reference frame [Benasciutti et al., 2013; Benasciutti et al., 2019].
That is to say, if the multi-axial loading is defined by the path Ω (t) in deviatoric space, the
fatigue damage intensity is estimated using

D (Ω) =
(∑

i

(Dp,i)
2
m

)m
2

, (2.149)

with Dp,i is the fatigue damage calculated from the projected loading i defined by Ωp,i (t) (see
fig. 2.17) and m is the material fatigue exponent (more details are available in [Cristofori et al.,
2014; Cristofori et al., 2011]).

The multi-axial PbP criterion has been applied by [Benasciutti et al., 2013] to the uni-axial
loading case where the PSD is decomposed into a sum of infinitesimal contributions each with
a narrow-band width. Using this PSD decomposition, [Benasciutti et al., 2013] have given the
theoretical proof of the well know Single-Moment fatigue damage formula.

Now, considering the uni-axial stochastic loading x (t) with its one sided power spectral density
Gx (ω). De-trending the stochastic loading results into a deterministic component xd (t) with
its PSD Gxd (ω) and the stochastic component xs (t) with its PSD Gxs (ω). By assuming that
the deterministic and stochastic components are not correlated, which means that the spectra
Gxd (ω) and Gxs (ω) are completely non-overlapping, it is possible then to write

G (ω) = Gxd (ω) +Gxs (ω) = tr

 Gxd (ω) 0
0 Gxs (ω)

 , (2.150)

where tr ( · ) indicates the trace operator. Furthermore, it is possible at this point to interpret
the two components xd (t) and xs (t) as a fictitious multi-axial loading which could be repre-
sented using the vector x (t) =

[
xd (t) xs (t)

]T
that is characterised in frequency domain by

the PSD matrix

G
x

(ω) =

 Gxd (ω) 0
0 Gxs (ω)

 . (2.151)

The matrix G
x
(ω) is a diagonal one with diagonal elements representing the spectra of the

corresponding loading component and the off diagonal terms are the cross-spectra, which are
set to zero due to the assumption of uncorrelated loading components.

Based on this new formulation of the problem, the fatigue damage estimation of the uni-axial
stochastic process x (t) is similar to the fatigue damage estimation of the multi-axial stochastic
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process x (t). By using the PbP method for multi-axial fatigue damage estimation (eq 2.149), it
is possible to conclude that the fatigue damage of the uni-axial stochastic process x (t) defined
by D is a non-linear summation of the fatigue damage of the deterministic component xd (t)
defined as Dd and the fatigue damage intensity of the stochastic component xs (t) defined by Ds.
This non-linear summation is given as

D =
[
D

2
m
d +D

2
m
s

]m
2
. (2.152)

The fatigue damage of each component could be calculated using the appropriate method. While
spectral methods could be used for fatigue analysis of the stochastic component, time-domain
cycle counting of the deterministic component seems to be the reasonable option.

The main assumption used in developing this last equation is that the deterministic and stochas-
tic components are not correlated. Or in other words, their PSDs are totally not overlapping.
This assumption is to some limit true, as the change of wind direction will change the nacelle
direction and consequently change the mean value of tower loading regardless of the turbulence
intensity of the wind. On the contrary, turbulence intensity depends on the mean wind speed.
Therefore, the validity of this assumption should be checked. Another point worth to mention
is that the deterministic component is also non-stationary, which limits the use of the spectral
methods and the only reasonable estimation is obtained using time-domain estimation of fatigue
damage.

2.9 Fatigue Damage Estimation Procedure

Fatigue damage estimation in time domain starts with the extraction of peaks and valleys of
the recorded loading history. The second step is to feed these data to the rainflow counting
algorithm to extract the number of cycles with similar amplitude and mean value, the result of
this step is presented as the mean-range histogram. Miner’s rule along with the material fatigue
data extracted from the S−N curve are employed to calculate the fatigue damage caused by the
loading history. Furthermore, fatigue life could be also estimated from the calculated fatigue
damage. These work steps are illustrated in fig. 2.19.

Fatigue damage estimation in frequency domain is not a straightforward process as in time
domain. This is related to the stationary and Gaussian assumptions of the loading history used
in developing the spectral fatigue damage estimation theory.

The first step in spectral fatigue damage analysis is to check the stationariness of the stochastic
process. As the loading time-series is resulting from wind and wave loading on the wind turbine
components, it is already proven that this process is not stationary. Therefore, the first step
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Figure 2.18 General work steps in fatigue damage estimation in time and frequency domains.
G, cG and tG are the Gaussian, the corrected Gaussian and the transformed
Gaussian fatigue damage estimation procedures, respectively. These procedures
are illustrated in fig. 2.19.

is to decompose the process into its deterministic and stochastic components as explained in
sec. 2.8.1. Then to run fatigue damage analysis using time domain method for the deterministic
component and the frequency domain methods for the stochastic component as illustrated in
in fig. 2.19 and explained later in this section. Finally, the total fatigue damage is calculated
using the Projection-by-Projection formula as given per eq. 2.152. The proposed approach
used to estimate fatigue damage for the non-stationary loading by signal decomposition and
later by employing the Projection-by-Projection formula is referred-to later in this thesis as the
“De-trending&PbP” approach.

Three different spectral fatigue analysis procedures are developed. The first one is called the
Gaussian fatigue damage estimation procedure (index G) and it applies if the loading time-series
is of Gaussian or close to Gaussian nature, namely with skewness close to zero (γSk = 0) and
kurtosis close to three (γKu = 3). In this procedure, fatigue analysis goes through the following
steps: first, the power spectral density is estimated and the various spectral parameters are
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then calculated and used to estimate the amplitude probability distribution function pa (s).
Following to that, the linear damage accumulation rule in addition to material fatigue properties
are employed to calculate the fatigue damage caused by the loading time history, and finally,
fatigue life time could be calculated.

Figure 2.19 General work steps in fatigue damage estimation using spectral methods

The second fatigue analysis procedure takes the non-Gaussianity of the loading time-series into
account by correcting the results of the Gaussian procedure. Therefore, this procedure is called
the corrected Gaussian fatigue damage analysis procedure (cG). The main point here is in
building the correction factor χ based on the skewness and the kurtosis of the time-series, then
using it to correct the result obtained by the Gaussian procedure.

The third procedure is called the transformed Gaussian model fatigue damage analysis (tG).
The first step in this procedure is the use of the skewness and the kurtosis of the non-Gaussian
loading to build the transformation function G ( · ) and its inverse G−1 ( · ) as explained in
sec. 2.7.2.2. The transformation function G−1 ( · ) is then used to transform the stochastic
loading into an equivalent time-series that has amplitude distribution much closer to being
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Gaussian. After that, the power spectral density of the equivalent time-series is calculated
and the spectral parameters are estimated and used to calculate the amplitude cumulative
distribution function PGa (s) using the Gaussian methods. Next, the transformation function
G ( · ) is used to transfer back the amplitudes to take the non-Gaussianity into account. This
will produce a new amplitude cumulative distribution function PnGa (s) of the non-Gaussian
loading. Numerical derivation of PnGa (s) is used then to derive the amplitude probability
density function pnGa (s). This in turn along with the material fatigue properties and Miner’s
rule enable the calculation of the fatigue damage, and consequently, the fatigue life.

It is worth to mention at this point that the main assumption in fatigue analysis of the non-
stationary loading is the zero cross correlation between the decomposed stochastic and deter-
ministic components. In addition to that the resulting components are assumed to be stationary
if spectral methods are used in post-processing. These conditions should be verified as first step
in order to be able to do fatigue analysis of such non-stationary stochastic loading.

The benefits of the proposed fatigue damage analysis strategy could be clarified through the
following use-cases. In a wind turbine simulation environment, the design load cases assume
constant direction of wind and wave. Furthermore, a pre-defined wind and wave loading with
constant mean reference value are considered, thus the deterministic component could be seen
as constant mean and an equivalent stress loading in combination with the appropriate S −N
curve could be used along with the appropriate spectral method. In this case, fatigue analysis
based on the spectral distribution of the wind and/or wave in addition to the frequency response
function obtained from a finite element model of the system could be used to estimate the loading
spectrum and a good estimation of the fatigue damage could be obtained quickly. Thereby, the
proposed strategy helps saving time and computational effort needed for the simulation.

In the case of fatigue analysis of operating wind turbines, the proposed strategy could be used
as part of a structural health monitoring system in one of the following scenarios. For online
fatigue damage monitoring by observing the fatigue damage rate of the stochastic component
against a reference value such as the standard deviation of the measured wind speed (see sec.
4.4). This scenario requires loading measurement at the hot spots of the turbine structure and
is based on the assumption that the only reason for the change in the system response to the
same wind loading is a structural fatigue damage.

The second scenario focusses on the development of an intelligent fatigue sensor where the data
are partially processed online at the sensor level. This scenario aims to reduce the amount
of data needed to be collected by the SHM system and the required high sampling rate and
storage demand. The idea is based on collecting strain measurement over short periods of
time T at sensor level. A signal decomposition could be done online. Due to the slow change
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characteristics of the deterministic signal it could be down-sampled, thereby, reducing the traffic
load at the sensor network. Furthermore, the spectral fatigue analysis of the stochastic signal
could be achieved at the sensor level. This requires the calculation of the PSD of the signal over
the period T , then calculating the required spectral moments. The estimated fatigue damage
is sent at the end over the sensor network for further post-processing by the SHM system. This
scenario requires a limited memory and computational capabilities at the sensor level which is
possible to have at an acceptable price using a standard digital signal processor (DSP).

2.10 SHM Using Comparative Sensor Data Approach

A new structural health monitoring (SHM) approach is proposed. This novel approach is based
on monitoring the linear correlation between the strain or stress sensor measurements. The
theoretical concept and an illustrative example are presented in the following sections.

2.10.1 Theoretical Concept

Considering the structure of n−degrees of freedoms (DOF) that is subject to the time-dependent
external force Fk(t) applied at the k−DOF as shown in fig. 2.20. Also considering the strain
measurements εi(t), and εj(t) at the i−, and j−DOFs, respectively. It is possible to derive the
linear transfer function between the applied force and the measured strain such as

Hik(s) = εi(s)
Fk(s)

, (2.153)

where Fk(s) and εi(s) are the Laplace transformation of the force Fk(t) and the measured strain
εi(t), respectively; while s is the Laplace complex variable. The transfer function Hik(s) can be
written in the following from

Hik(s) = KikH̃ik(s), (2.154)

with Kik 6= 0 represents the static gain between the two DOFs k and i, while H̃ik(s) is the
normalized transfer function which has unity static gain (i.e. H̃ik(s = 0) = 1). The static gain
Kik and the transfer function H̃ik(s) depend on many factors such as the location of the applied
force k and the measured strain i, the geometry of the structure, material properties and not
to forget the operational and boundary conditions.

Furthermore, the normalized transfer function H̃ik(s) can be expressed as

H̃ik(s) =
∏nik,z
l=1 (s− zik,l)∏nik,p
l=1 (s− pik,l)

, (2.155)

where zik,l, l ∈ [1, nik,z] are the zeros with nik,z ≥ 0 as the number of zeros of the transfer
function H̃ik(s), and pik,l, l ∈ [1, nik,p] are the poles with nik,p ≥ 0 as the number of poles of
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Figure 2.20 Illustration of the theoretical concept

the transfer function H̃ik(s). Using Eq. 2.154 it is possible to re-write eq. 2.153 such as

εi(s) = KikH̃ik(s)Fk(s), (2.156)

which gives a relation between the input force Fk(s) and the measured strain εi(s). This relation
could be further simplified to have only

εi(s) ≈ KikFk(s), (2.157)

with this simplification is valid only under the following condition

|s| � min (|zik,l| , |pik,m|) , l ∈ [1, nikz], m ∈ [1, nik,p], (2.158)

where |· | is the absolute value or the complex magnitude. The simplified eq. 2.157 can be also
written in time domain as

εi(t) ≈ KikFk(t). (2.159)

The condition presented in eq. 2.158 implies that the frequency of the applied force is consid-
erably lower than the lowest frequency that correspond to a zero or a pole of the normalized
transfer function. If this condition is satisfied, the applied force will be marginally affected by
the system dynamics and the measured strain can be derived directly from the applied force
using the static gain Kik. This condition is always valid in the case of static loading and can be
extended to the case of quasi-static loading when the maximum frequency of the applied force
satisfies the condition in eq. 2.158.

The strain at the j−DOF can be also derived from the applied force Fk(s) according to

εj(s) = KjkH̃jk(s)Fk(s), (2.160)

and Kjk 6= 0 represents the static gain between the two DOFs k and j, while H̃jk(s) is the
normalized transfer function which has unity static gain (i.e. H̃jk(s = 0) = 1). This last
equation can be further simplified to

εj(s) ≈ KjkFk(s), (2.161)
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which is valid if the following condition is satisfied

|s| � min (|zjk,l| , |pjk,m|) , l ∈ [1, njk,z], m ∈ [1, njk,p], (2.162)

and zjk,l, l ∈ [1, njk,z] are the zeros with njk,z ≥ 0 as the number of zeros of the transfer
function H̃jk(s), and pjk,l, l ∈ [1, njk,p] are the poles with njk,p ≥ 0 as the number of poles of
the transfer function H̃jk(s). Finally, Eq. 2.161 can be also written in time-domain as

εj(t) ≈ KjkFk(t). (2.163)

Furthermore, [Ewins, 2001] defines the transmissibility function Tij,k(s) between the i−, and
the j−DOFs as the ratio between the responses, this gives

Tij,k(s) = εi(s)
εj(s)

= Kik

Kjk

H̃ik(s)
H̃jk(s)

. (2.164)

The transmissibility function Tij,k(s) depends on the degrees of freedom i and j, in addition to
the excitation location k. The dependency of the transmissibility function on frequency can be
removed if the conditions presented in eq. 2.158 and eq. 2.162 are satisfied, this results into

Tij,k ≈
Kik

Kjk
, (2.165)

which allows to derive the following equation

εi(t) ≈ Tij,kεj(t) (2.166)

that gives a linear relation between the strain at the degrees of freedom i and j.

The linear relation in time domain as presented in eq. 2.159, eq. 2.163 or eq. 2.166 allows to
derive the following concept. If the linear relation changes over time, or is lost, this is an
indication of either a change in the operating or boundary conditions, a failure in the structure,
or finally, a malfunction or a defect sensor. The change of operating conditions can be easily
detected using data from other sensors. However, the detection of the change of boundary
conditions, structural failure or defect sensor is the first step in structural health monitoring.

Monitoring the linear relation as in eq. 2.159, eq. 2.163 or eq. 2.166 can be done by periodic
estimation of the sensors relation status over a pre-defined time duration T . This status could be
the slop of the estimated linear regression, or the cross-correlation coefficient of sensors signals.
In both methods, the collected sensor measurements per each data-block are compressed into a
single scalar where it’s stability over time could be simply monitored.

Another possibility is to include the estimated fatigue damage index in the formulation. This
could be done in two different forms, the first one is to monitor the linear relation of the estimated
fatigue damage index from the DOFs i and j. The second possibility is to monitor the relation
between the estimated fatigue damage index at the i−th DOF and the standard deviation of
the applied force. These last two concepts are illustrated in the following paragraphs.
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Monitoring the linear relation between the estimated fatigue damage indices

In order to introduce the fatigue damage index into the formulation, eq. 2.166 is multiplied by
the Young’s Modulus of the material E to obtain the stress σi(t) and σj(t) at the corresponding
DOFs, with the relation between the stresses as

σi(t) ≈ Tij,kσj(t). (2.167)

The relation between the fatigue damage Di(T ) and Dj(T ) estimated at the corresponding DOF
during the loading time duration T is developed using eq. 2.78 to the form

Di(T ) ≈ (Tij,k)mDj(T ), (2.168)

withm being the material fatigue exponent. This final equation gives also a direct linear relation
between the fatigue damage estimated during the loading time T . Monitoring the stability of
this linear relation over time allows, among others, the detection of structural failure.

Monitoring the relation between the fatigue damage index and the standard devi-
ation of the applied force

The fatigue damage index formula of the narrow-band process is given as (See eq. 2.87)

DNB = T
ν0
K

(√
2λ0

)m
Γ
(

1 + m

2

)
. (2.169)

Knowing that the standard deviation of the stress is given by σs =
√
λ0, and the zero up-crossing

rate is given by ν0 = 1
2π

σẋ
σx

= 1
2π

√
λ2
λ0
, by substitution in eq. 2.169, the fatigue damage index

could be expressed as

DNB = T
2m2
2π Γ

(
1 + m

2

)
K−1√λ2σ

m−1
s . (2.170)

Furthermore, by using the relation between the standard deviation of the stress and strain in
the uni-axial loading case

σs = Eσε, (2.171)

it is possible to develop eq. 2.159 to get

σεi ≈ KikσFk . (2.172)

By substitution of eq. 2.171 and eq. 2.172 in eq. 2.170, it is possible to obtain

DNB = T
2m2
2π Γ(1 + m

2 )K−1Em−1Km−1
ik

√
λ2σ

m−1
Fk

. (2.173)

This last formula gives a non-linear relation between the fatigue damage index of the narrow-
band loading and the statistical properties of the loading force, namely, the standard deviation
of the force and the standard deviation of the stress/force derivative. This non-linear relation
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could be simplified to a linear form by taking the logarithm of both sides to obtain

log (DNB) = log
(
T

2m2
2π Γ(1 + m

2 )K−1Em−1Km−1
ik

)
+log

(√
λ2
)

+(m−1) log (σFk) . (2.174)

The fatigue damage index DNB depends on two different sets of parameters. The first set
of parameters is material/structural specific. This includes the fatigue exponent m, fatigue
constant K, Young’s modulus E and the static gain Kik. While the second set of parameters
is related to the loading/stress nature, namely, the standard deviation of the loading force σFk
and the standard deviation of the first derivative of the stress σṡ =

√
λ2.

This last formula could be also extended to the estimated fatigue damage index of the wide-band
process using any of the methods of the first category (see tab. 2.2). These methods estimate
the fatigue damage index of the wide-band process from that of the narrow-band process using
a correction factor χ. This allows to derive the following formula

D = χT
2m2
2π Γ(1 + m

2 )K−1Em−1Km−1
ik

√
λ2σ

m−1
Fk

. (2.175)

Finally, by using the logarithm of both sides, it is possible to obtain

log (D) = log
(
T

2m2
2π Γ(1 + m

2 )K−1Em−1Km−1
ik

)
+ log

(
χ
√
λ2
)

+ (m− 1) log (σFk) . (2.176)

The only difference between eq. 2.174 and eq. 2.176 is the inclusion of the correction factor χ
which depends on the fatigue exponent m and possibly on the i−spectral moment. However,
the linear relation on the logarithmic scale between the fatigue damage index and the standard
deviation of the applied force is still valid.

In this formulation, if the structural/material properties do not change over time, we have a
linear relation between the fatigue damage index and the statistical properties of the loading.
A change of the structural/material properties will result into shifting this linear relation into a
parallel direction. This change of structural/material properties might result for example from
a change of boundary condition or a structural failure.

2.10.2 Illustrative Example

Considering the cantilevered beam shown in fig. 2.21. This beam is assumed to have length L,
width b and height h. The coordinate system (x, y, z) is attached to the beam as illustrated in
the figure. The beam is assumed to be anchored to the y − z plane at x = 0. Moreover, the
force F is applied against the y−direction at x = L. The bending moment of the cantilevered
beam could be given by

Mz(x) = F (L− x), (2.177)
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Figure 2.21 Illustrative example using cantilevered beam

and the bending stress sb at the upper surface of the beam assuming a centroidal distance of h2
is given by

sb(x) = h

2Iz
Mz(x), (2.178)

with

Iz = h3b

12 . (2.179)

By substituting eq. 2.179 and eq. 2.177 into eq. 2.178 it is possible to obtain

sb(x) = L− x
6h2b

F, (2.180)

and this final formula indicates a direct dependency of the stress on the applied force (sb ∼ F ),
with the static gain Kstatic = L−x

6h2b as defined in eq. 2.159 and eq. 2.163. This formula also
shows an inverse relationship between the bending stress and the beam cross-section dimensions
(sb ∼ 1

b , sb ∼
1
h2 ). Both relations are valid at any defined location along the beam.

If the applied force F (t) is time dependent, fatigue damage is expected to take place at the
location with the highest stress, namely at x = 0. And in this beam configuration, fatigue
failure is expected to happen along the z−direction.

Recalling that fatigue failure goes through three main stages. The first stage is the initiation
which is the most complex stage of fatigue failure. The prominent factor about fatigue fracture
initiation is the repetitive shear stress that causes the irreversible changes in the metal. Initiation
site is very small, never extending for more than two to five grains around the origin. The second
stage in fatigue fracture is the propagation. In this stage, the microcrack changes direction
and grows perpendicular to the tensile stress. The third stage is the final rupture. In this
stage a gradual reduction in the cross-sectional area of the part is caused by the continues
propagation of the fatigue crack. This cross-section reduction weakens the part till the final
complete fracture occurs. It is possible to distinguish between a ductile or a brittle fracture
modes or any combination of them depending upon the metal, stress level, environment, etc.

Starting from the second stage, fatigue cracks will start to affect the effective cross-section
dimensions heff and beff , where heff ≤ h and beff ≤ b. Therefore, for the same loading
force F , the reduction in the effective cross-section dimensions will result into an increase in
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the local bending stress. As long as the change in cross-section dimensions next to the anchor
location does not affect the assumed boundary conditions of the cantilevered beam, eq. 2.180
will still be considered as valid. And in the case of time varying loading force F (t) that satisfies
the conditions in eq. 2.158 and eq. 2.162, monitoring linear relation between the measured stress
at the critical beam location close to the anchor location against the loading force would allow
to detect any changes in the structure. These changes might be for example related to change
in boundary conditions or (fatigue) damage in the structure.

Moreover, if the bending stress is measured at two different locations. The first one is next to
the critical cross-section at x = 0 (location A in fig. 2.21) where the stress is given by

sb,A = L

6h2
AbA

F, (2.181)

which is similar to eq. 2.159 with the static gain is given by KAC = L
6h2
AbA

. The second one is
far from the critical cross-section where x = xB (location B in fig. 2.21) and the stress equation
is defined by

sb,B = L− xB
6h2

BbB
F, (2.182)

and this equation is also equivalent to eq. 2.163 with the static gain given by KBC = L−xB
6h2
BbB

.
From eq. 2.181 and eq. 2.182 it is possible to obtain the transmissibility TAB,C given in eq. 2.165
such as

TAB,C = L

L− xB
h2
BbB
h2
AbA

. (2.183)

From these last three equations, it is possible to derive the following conclusion. For a given
loading force F (t) and assuming no change in boundary conditions, a change in the effective
cross-section dimension at the critical location A will affects the the stress at this location.
However, the measured stress at the location B will not be affected. If the loading force
satisfies the conditions in eq. 2.158 and eq. 2.162, monitoring the linear relation between the
fatigue damage estimated from both locations against each other, it is possible to detect the
damage in the structure. This procedure is very helpful in case the input loading force F (t) is
not measurable such as the aerodynamic loading force over the turbine structure.

The fore-aft tower bending in wind turbines is mainly subject to the aerodynamic thrust force
which is not measurable. However, the average thrust force over the rotor disc could be esti-
mated using the following formula

FT = 1
2ρACT v

2, (2.184)

with ρ as the air density, A as the rotor disk area, CT as the thrust coefficient and v as the
relative wind speed. If the tower is considered as a cantilever beam fixed from the bottom
and subject to the thrust force from the top (similar to fig. 2.21), the bending stress is linearly
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related to the applied force as in eq. 2.180. This allows to derive

σFT = 1
2ρACTσv2 . (2.185)

In order to use eq. 2.174 or eq. 2.176, the standard deviation of the square of the wind speed
σv2 should be expressed in terms of the standard deviation of the wind speed σv. This relation
could be developed by starting from eq. 2.7 with the definition of the standard deviation of the
random signal x given by

σx =
√
E
[
(x− µ)2

]
, (2.186)

which could be developed to the following form

σx =
√
E [x2]− (E [x])2. (2.187)

During the time duration T , the wind speed v could be expressed as

v = v0 + δv, (2.188)

with v0 = E [v] 6= 0 is the mean wind speed over the time duration T , while δv = v − v0,

E [δv] = 0 represents the variation of the wind speed about the mean value. The standard
deviation σv2 could be expressed using eq. 2.187 such as

σv2 =
√
E [v4]− (E [v2])2, (2.189)

with the terms E
[
v4] and E

[
v2] are derived in the following. Starting with the term E

[
v2] and

using eq. 2.188 to get

E
[
v2
]

= E
[
(v0 + δv)2

]
, (2.190)

which could be simplified into

E
[
v2
]

= v2
0 + E

[
δ2
v

]
. (2.191)

On the other side, the term E
[
v4] could be expressed as

E
[
v4
]

= E
[
v4

0 + 4v3
0δv + 6v2

0δ
2
v + 4v0δ

3
v + δ4

v

]
, (2.192)

and that in its turn could be simplified into

E
[
v4
]

= v4
0 + 4v3

0 E [δv] + 6v2
0 E

[
δ2
v

]
+ 4v0 E

[
δ3
v

]
+ E

[
δ4
v

]
. (2.193)

By substituting eq. 2.193 and eq. 2.191 into eq. 2.189, it is possible to obtain

σv2 = 2v0

√√√√E [δ2
v ] + 4v0 E [δ3

v ] + E [δ4
v ]− (E [δ2

v ])
2

4v2
0

, (2.194)

which could be approximated to

σv2 ≈ 2v0
√
E [δ2

v ], (2.195)

if the following condition is satisfied
1

4v2
0

(
4v0 E

[
δ3
v

]
+ E

[
δ4
v

]
−
(
E
[
δ2
v

])2
)
� E

[
δ2
v

]
. (2.196)
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Furthermore, by noticing that σv =
√
E [δ2

v ], the simplified eq. 2.195 could be written as

σv2 ≈ 2v0σv. (2.197)

This final formula allows along with eq. 2.174 or eq. 2.176 the derivation of a linear relation on
the logarithmic scale between the estimated fatigue damage index and the standard deviation
of the relative wind speed over the rotor disc. For example, using eq. 2.176, it is possible to
obtain

log (D) = log
(
T

2m2
2π Γ(1 + m

2 )K−1Em−1Km−1
ik

)
+ log

(
χ
√
λ2
)

+

(m− 1) log (ρACT v0) + (m− 1) log (σv) . (2.198)

The last equation is valid only if the condition presented in eq. 2.196 is satisfied. This condition
could be re-written using Var (δv) = E

[
δ2
v

]
and Var

(
δ2
v

)
= E

[
δ4
v

]
−
(
E
[
δ2
v

])2 in the following
form

1
v0

E
[
δ3
v

]
+ Var

((
δv
2v0

)2)
� Var (δv) . (2.199)

In this condition, the mean value of δv is E [δv] = 0 and the variable δv is - to some limit
- symmetrically distributed about v0. This allows to conclude that E

[
δ3
v

]
≈ 0. Moreover,

considering the fact that the variations of wind speed about the mean value v0 over the duration
T is bounded, that is to say

|δv| ≤ δmax, (2.200)

and if the limit satisfy δmax < 2v0, the condition

Var
((

δv
2v0

)2)
� Var (δv) (2.201)

would be satisfied.

Finally, most mechanical components have design features which cause stress concentration
such as holes, key-ways, sharp changes of load direction, ...etc. These design features are
common locations at which the fatigue process begins due to stress concentration. Therefore,
it is important to monitor these locations for fatigue failure. This is done by monitoring the
linear relation between the measured structural response next to the critical locations and
the measured structural response at another location where structural failure is less likely to
happen. Different methods can be employed in monitoring this linear relation such as estimating
the linear regression between the responses periodically and monitoring the development of
the estimated slope over time. Another possible method is to estimate the cross-correlation
coefficient periodically and to monitoring this coefficient over time. Finally, the estimated
fatigue damage rate per time duration T can be monitored over time to detect any structural
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changes.

2.11 Chapter Summary

The main focus of this chapter is the stochastic fatigue analysis. The chapter starts by reviewing
the fundamental properties of stationary stochastic process and the random response of linear
systems. Then the linear accumulation theory is explained and the required equations for
fatigue damage estimation in time and frequency domains are developed. Furthermore, the
different methods of fatigue damage estimation of Gaussian processes in frequency domain are
presented; in addition to that, two different approaches that enable handling the non-Gaussian
processes are also discussed. A new strategy is proposed for fatigue analysis of non-stationary
non-Gaussian loading by signal decomposition into quasi stationary stochastic component that
could be post-processed using spectral methods and a slowly changing deterministic component
that could be analysed using cycle counting in time domain. The overall fatigue damage is
then estimated using the projection-by-projection method. Finally, a new SHM approach is
proposed in this chapter. This comparative sensor data approach is based on monitoring the
linear relation between the measured strain at different pre-defined locations in the structure.
As long as the linear relation is maintained, the system is considered as healthy and losing this
relation indicates either a change in boundary conditions, a defect sensor, or structural failure.
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Modelling, Simulation and Analysis Tools

In theory, there is no difference between theory and
practice. But, in practice, there is.

— Jan L. A. van de Snepscheut
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3.1 Wind Turbine Modelling and Simulation Tools

The general wind turbine structure according to the IEC 64100-3 [IEC, 2009] consists of the
rotor-nacelle assembly in addition to the support structure. The support structure of onshore
wind turbines consists of the tower, the sub-structure and the foundation, while the support
structure of offshore turbines consists of the tower, the platform and the mooring system.

In working with computer simulations, suitable simulation tools and models must be used
in order to allow reasonable hi-fidelity simulation results. Many commercial and free tools
dedicated to wind turbine simulation are available in the market. These tools vary in their
modelling approach, model fidelity, interfacing capabilities with other tools, user customization,
etc. The Offshore Code Comparison Collaboration (OC3) project [Passon et al., 2007] compared
FAST [Jonkman et al., 2005], Bladed [Bossanyi et al., 2003], ADAMS and HAWC2 [Larsen et al.,
2007b] design codes against each other for onshore and offshore turbines. The main conclusion
is that the design codes compared well with minor differences related to the used modelling
approach of each code.

FAST (Fatigue, Aerodynamics, Structures and Turbulence) is an open source aero-hydro-servo-
elastic simulation code that is developed and maintained by the National Renewable Energy
Laboratory (NREL) [Jonkman et al., 2005]. This design code is used in this work for two
main reasons. The first reason is related to its ability to model onshore and offshore wind
turbines, with a utility scale wind turbine model along with many different floating platforms
available for research studies. The second reason is related to the possibility of integrating this
code in MATLAB®/Simulink® which would allow easy controller design, implementation and
post-processing capabilities.

3.2 FAST Design Code

FAST is a moderate complexity open source design code developed and maintained by NREL
[Jonkman et al., 2005] and designed to analyse the structural dynamics of horizontal axis wind
turbines. Onshore and offshore versions of FAST have been compared against other industry
standard wind turbine design tools and have been found to give comparable results [Manjock,
2005; Taubert et al., 2011]. The onshore version of FAST has been certified by Germanischer
Lloyed Wind Energy GmbH for the use by the industry for wind turbine certification [Buhl
et al., 2006].

The implemented turbine model in FAST assumes the tower, drive-train and blades to be flexible
elements [Jonkman et al., 2005; Jonkman et al., 2006]. The bending mode-shapes are used for
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the analysis where the tower has two fore-aft and two side-side bending modes, while each blade
has two flap-wise and one edge-wise bending mode; finally, the drive-train flexibility is modelled
through a linear spring and a damper for the low speed shaft. The remaining elements of the
wind turbine such as the nacelle, hub, gearbox, high speed shaft and floating platform are
modelled as rigid bodies. FAST allows controlling the fidelity of the model by selecting which
degrees of freedom to include in the non-linear model.

A linearised representation of the non-linear wind turbine model at specific trim conditions
could be also obtained using FAST. The state-space linearised turbine model is of periodic
nature with the rotor azimuth angle ψ (i.e. time-varying) is given by

ẋ = A (ψ)x+B (ψ)u+B
d

(ψ)ud,

y = C (ψ)x+D (ψ)u+B
d

(ψ)ud.

This linearised model is helpful in developing the power spectral density at given locations on
the tower when the turbine is subject to well known loading spectrum. Using FAST interface to
MATLAB®/Simulink®, it is possible to simulate the non-linear turbine model integrated with
the turbine controller. Fig. 3.1 illustrates an example of Simulink® model where the base linear
control system is implemented to control a utility-scale turbine modelled in FAST.

FAST uses a hydrodynamics module to model the floating platform dynamics. This module
uses the linear/Airy wave theory to simplify the hydrodynamics problem into three separate
components: hydrostatics, radiation and diffraction. Several assumptions are used to handle
the hydrodynamics problem, these assumptions are: A rigid body model of the floating platform
with perpendicular tower to the platform (cantilevered). Furthermore, no bending stiffness is
assumed for the mooring lines and the inertia (excluding the wind turbine) and the centre
of buoyancy lie on the centreline of the undeflected tower. Finally, the platform model has
6 DOFs (translations: surge, sways and heave, rotations: roll, pitch and yaw). The three
rotational DOFs are assumed to have small angles and the effects of these assumptions are not
considered critical for angles smaller than 20◦.

3.3 Reference Wind Turbine Model

The national renewable energy laboratory (NREL) has developed a fictitious 3−bladed 5MW

reference wind turbine (RWT) that is suitable for research purposes [Jonkman et al., 2009]. The
properties of the RWT are based on a collection of existing wind turbines of similar rating. This
turbine is modelled using FAST and could be used in different onshore, offshore and floating
configurations according to the implemented substructure (foundation or platform). The main



74 Chapter 3. Modelling, Simulation and Analysis Tools

F
igure

3.1
Baseline

controlsystem
ofutility

scale
w
ind

turbine
im

plem
ented

in
Sim

ulink
®/FA

ST
interface



3.3. Reference Wind Turbine Model 75

Table 3.1 NREL 5MW reference wind turbine properties [Jonkman et al., 2009]
Rotor orientation, blades Upwind, 3−blades
Rated generator power 5, 296, 610watt
Control Variable speed, variable pitch
Cut-in, Rated, Cut-out wind speeds vin = 3 m

s , vrated = 11.4 m
s , vout = 25 m

s

Rotor, Hub diameter 126m, 3m
Hub height 90m
Rated rotor speed, Rated generator speed 12.1 rpm, 1173.7 rpm
Blade operation Pitch to feather
Min/Max blade pitch angles −1◦, +90◦
Maximum blade pitch rate ±8 ◦

s

Maximum blade pitch acceleration ±150 ◦

s2

Rated generator torque 43, 093Nm
Maximum generator torque 47, 402Nm
Maximum generator torque rate ±15000 Nm

s

properties of the reference turbine are presented in tab. 3.1.

3.3.1 Regions of Operation

The variable-pitch variable-speed wind turbine operates typically in two different regions, namely,
the full load region where wind speed is above its rated value; while the partial load region cor-
responds to wind speed less than its rated value (fig. 3.2). In the full load region (known also as
the above-rated region), the wind has enough energy to run the turbine at its rated rotor speed.
The main task of the controller in this region is to adapt the aerodynamic efficiency of the rotor
by pitching the blades into or out of the wind in order to keep the rotor speed at its rated value.
On the contrary, the maximum aerodynamic efficiency is maintained in the partial load region
(known also as the under-rated region) where the wind speed is less than its rated value. The
controller task at this region is to follow the maximum power production by changing the rotor
speed and consequently the generator torque. The partial load region could also be divided into
sub-regions in order to handle the transition at the cut-in wind speed where the rotor should
be accelerated till it reaches the power production speed, or the transition at the rated wind
speed between the partial and full load regions (fig. 3.2).

Blade pitching is activated only in the full load region, while in the partial load region the
blades are kept fixed at an optimal pitch angle in order to maintain the maximum aerodynamic
efficiency of the rotor.
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Figure 3.2 Operating regions of the reference wind turbine

3.3.2 Structural Dynamics

A modal analysis of the reference wind turbine gives a wide range of resonance frequencies of
the turbine different parts at different directions. The most important frequencies are those
related to the tower first and second mode in the fore-aft and side-side directions, the platform
rotational degrees of freedom (roll, pitch and yaw) in addition to the drive-train first torsional
mode. Rotor modes are the same for all turbine configurations, however, there effect is marginal.
Therefore, the rotor is considered as a rigid body. Furthermore, the rotation of the rotor induces
non-structural loading on the turbine structure, these loading has main frequencies of 1P and
3P (related to rotor speed) which corresponds to one per rotation and are three times per
rotation, respectively. Tab. 3.2 illustrates the main frequencies of the reference wind turbine
for the land-based turbine and the three considered floating platforms.

Due to the rotor rotation, the natural frequencies of the turbine structural changes with the
change of wind speed. This is basically related to dynamic stiffness of the blades and the
aerodynamic interaction (damping and stiffness) between the rotor and the wind.

3.3.3 Floating Platforms

Floating wind turbines have additional 6 degrees of freedom (DOF) that should be taken into
account in wind turbine modelling. These extra DOFs are brought by the lack of rigid founda-
tions and they exhibit larger motion envelope for longer periods. Fig. 3.3 (left) illustrates these
extra DOFs.
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Table 3.2 Main structural frequencies of the reference wind turbine at wind speed 14ms . Results
are obtained by analysing the structural response of the reference wind turbine.

Onshore Barge Spar-
buoy TLP

Element Mode Abbrev. Freq. [Hz] Freq. [Hz] Freq. [Hz] Freq. [Hz]

Tower

1st tower
side-side fT1ss 0.32 0.35 0.38 0.73
1st tower
fore-aft fT1fa 0.33 0.54 0.38 0.72

2nd tower
side-side fT2ss 2.78 2.75 3.5 2.00
2nd tower
fore-aft fT2fa 2.32 2.43 2.59 2.32

Drive-train
Torsional
mode fdt 2.22 2.22 2.22 2.22

Platform
Roll fPFr 0.09 0.02 0.22
Pitch fPFp 0.08 0.02 0.22
Yaw fPFy 0.02 0.12 0.10

Non-
structural

1P (at 12.1 rpm) 1P 0.20 0.20 0.20 0.20
3P (at 12.1 rpm) 3P 0.60 0.60 0.60 0.60

Platform motions increase significantly the turbine structural loading. The study of [Jonkman
et al., 2007] demonstrates that floating wind turbines have up to six times higher structural
loading when compared to land-based turbines. Platform pitch motion can significantly affect
turbine loading and power regulation due to the hydro-servo coupling between this motion and
the controller efforts to regulate power production. Therefore, regulating these motions is an
important part of the design of floating wind turbines. In this regard, several approaches have
been followed to reduce platform motion. The first approach is related to the design of the
platform itself and the way it interacts with the hydrodynamic loading. This approach has
led to various platforms design, three of the basic designs are simulated in this work, namely,
Barge platform, Spar-Buoy platform and the TLP platform. The second approach is to modify
the turbine design to include passive vibration damping methods such as tuned mass dampers.
Finally, the third approach is to use an active control system that can stabilise platform motion
using available or extra actuators [Chaaban et al., 2013; Chaaban et al., 2014a; Lackner, 2009].

3.3.3.1 Barge Platform

The barge platform (fig. 3.3) is a simple rectangular platform that utilises buoyancy to maintain
stability. This platform does not require minimum water depth due to its shallow draft design.
The main aspect considered in its design is being cost effective and easy to install. However,
its shallow depth and large water plane make it very sensitive to the incident waves. The main
properties of the platform are summarised in tab. 3.3.
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Figure 3.3 Degrees of freedom of floating platform (left) and floating platform concepts (right)

3.3.3.2 Spar-Buoy Platform

The Spar-buoy platform concept achieves hydrostatic stability by means of deep-draft ballast in
addition to catenary mooring lines for station-keeping, see fig. 3.3. The interaction with surface
waves of the spar-buoy platform concept is minimum as it has its hull underwater. The optimal
design of this platform puts the platform’s roll and pitch natural frequencies below the wave
excitation frequency of most sea states [Jonkman, 2010]. Due to its deep draft, this platform
should be deployed in deep water. Tab. 3.3 lists the main properties of the Spar-Buoy platform.

3.3.3.3 Tension Leg Platform

The tension leg platform (TLP) maintains the hydrostatic stability using taut mooring lines. It
has a cylindrical hull that is fixed to seabed through four taut mooring lines which are connect
to the hull through four spokes and fixed to the seabed using anchors, see fig. 3.3. Most of its
hull is underwater in order to minimise the interaction with incident waves, therefore, it is less
sensitive to waves when compared to the Barge platform. Furthermore, it has higher stiffness
in the roll, pitch and heave motions due to the taut mooring lines. The major drawback of this
platform concept is the higher cost related to the need of anchors at seabed and the dependency
on the seabed soil ability to support large tensile forces. The main properties of this platform
are summarised in tab. 3.3.
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Table 3.3 Main properties of the floating platform concepts [Namik, 2012]
Spar-buoy platform Tension leg platform (TLP) Barge platform

Diameter above taper 6.5 m Diameter 18 m Width 40 m

Diameter below taper 9.4 m Number of spokes 4 Length 40 m

Freeboard 10 m Spoke length 18 m Height 40 m

Draft 120 m Draft 47.89 m Draft 4 m

Water depth 320 m Water depth 200 m Water depth 150 m

Platform mass 7, 466, 330 kg Platform mass 8, 600, 410 kg Platform mass 5, 452, 330 kg

3.4 Baseline Control System

The reference wind turbine is equipped with a sophisticated baseline control system (BLCS)
[Jonkman et al., 2009]. This control system has two control loops, the collective blade pitch
controller which is a gain-scheduled proportional integral (GSPI) controller that employs a
gain-scheduling technique to compensate for the non-linearity in the turbine by changing the
controller gains according to a scheduling parameter. The second control loop is the generator
torque control loop. While the GSPI control loop is active only in the above rated region,
the second loop is active in both operating regions however the control objective is changed
according to the operating region. The general structure of the BLCS is illustrated in fig. 3.4.

3.4.1 Blade Pitch Actuator Model

The blade pitch actuator system adjusts the angle of the blade by rotating it. In a three
bladed wind turbine, three identical pitch systems are used. These systems could be electrical
or hydraulic, however, regardless of the system nature they share common components, system
response and fault symptoms. The common components include the actuator, the controller and
the sensors. The pitch system can be satisfactory modelled as a second order system [Hansen
et al., 2007] with a time delay td and a reference signal βref such as

β̈ (t) = −2ζωnβ̇ (t)− ω2
n (β (t)− βref (t− td)) , (3.1)

where the time delay td is related to the communication between the turbine controller and the
pitch system controller, β (t) is the pitch angle, βref (t) is the reference pitch angle, ωn and ζ
are the natural frequency and damping ratio of the pitch system model, respectively. The block
diagram illustrating the pitch system model along with the constraints on the pitch rate and
range are shown in fig. 3.4. The constraints are added to represent the limitations of the actual
pitch actuator.

The reference wind turbine modelled in FAST does not have any model for the blade pitch actu-
ator system. Therefore, a model of each blade pitch actuator is added in MATLAB®/Simulink®

between the blade pitch controller command and the input to the reference turbine model.
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If a hydraulic pitch system is considered, a second order model with natural frequency of
ωn = 11.11 rad/s and damping ratio ζ = 0.6 could be used to model this actuator. The values of
the model parameters are used by [Esbensen et al., 2009] to model the hydraulic pitch actuator
of a 4.8MW fictitious wind turbine. Similarly, [Adegas et al., 2012] used the same parameter
values to model the hydraulic pitch actuator of a 2MW wind turbine. Therefore, it is accepted
in this work that the proposed parameter values of ωn and ζ give reasonable approximation
to the dynamics of the hydraulic blade pitch actuator of the 5MW reference wind turbine.
Furthermore, the pitch actuator angle is limited between 0◦ and +90◦, while its velocity is
limited to ±8◦/s [Jonkman et al., 2009].

3.4.2 Gain-Scheduled PI Controller

The gain-scheduled PI controller is a single-input-single-output collective blade pitch controller
that is originally developed by [Jonkman et al., 2009] to control the land-based reference 5MW

wind turbine. This controller operates only in the above rated wind speed region to regulate
the rotor speed to the rated one. The regulation effect is achieved by collectively pitching the
blades to adapt the aerodynamic efficiency according to the wind speed. The GSPI control law
takes the following form

β (t) = KP (θ) e (t) +KI (θ)
t∫

0

e (τ) dτ, (3.2)

where the error term is the difference between the measured generator speed Ωg and the rated
generator speed Ωg,rated such as

e (t) = Ωg(t)− Ωg,rated, (3.3)

and the proportional KP (θ) and the integral KI (θ) gains change according to the parameter θ
that is to be determined online. The chosen scheduling parameter θ is the measured collective
blade pitch angle at the previous time step. Assuming a sampling time of ∆t, the parameter θ
is then given by

θ = β (t−∆t) . (3.4)

Using a simple single degree of freedom model of the wind turbine (the angular rotation of the
rotor), in addition to the proposed controller as given in eq. 3.2, [Jonkman et al., 2009] developed
the equations required to calculate the proportional and integral gains that allow achieving the
prescribed closed loop dynamics defined by the closed loop natural frequency ωcn and damping
ration ζc. The proportional and integral gains are given as functions of a scheduling parameter θ
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Table 3.4 Gain-Scheduled proportional controller gains. ωcn is the controller frequency, ζc
controller damping ratio, KP reference proportional gain, KI reference integral gain
and ωpp is the natural frequency of the platform pitching motion.

Installation ωcn
[
rad
s

]
ζc [−] KP [s] KI [−] ωpp

[
rad
s

]
Land-based 0.6 0.7 0.01883 0.00807

Barge platform 0.4 0.7 0.01255 0.00359 0.54
Spar-buoy 0.1 0.7 0.00314 0.00022 0.12

TLP 0.5 0.7 0.01569 0.00560 0.97

such as

KP (θ) = KP f (θ) , (3.5)

KI (θ) = KIf (θ) , (3.6)

with

f (θ) = 1
1 + θ

θk

, (3.7)

KP = 2IDΩr,ratedζcωcn

N
(
− ∂P

∂θ

∣∣∣
θ=0

) , (3.8)

KI = IDΩr,ratedω
2
cn

N
(
− ∂P

∂θ

∣∣∣
θ=0

) , (3.9)

and Ωr,rated = 12.1 rpm is the rated rotor speed, N = Ωg
Ωr = 97 is the high-speed to low-speed

gearbox ratio, ID = 4.3786×107 kg·m2 is the drive-train inertia from the low speed shaft end.
Furthermore, ∂P

∂θ

∣∣∣
θ=0

= −25.52×106 watt
rad represents the sensitivity of rotor aerodynamic power

to the scheduling parameter evaluated at θ = 0. Finally, f (θ) is a gain correction function that
depends on the scheduling parameter θ and the constant θk = 6.30◦. This correction function
is an approximation of the sensitivity of the rotor aerodynamic power to the collective blade
pitch angle as derived by [Jonkman et al., 2009]. Finally, the derivation of this controller is
developed basically for land-banded turbines by neglecting the negative damping presented by
the generator-torque controller.

In order to estimate the initial proportional and integral gains, [Jonkman et al., 2009] set
the closed loop natural frequency ωcn = 0.6 rad

s and the closed loop damping ration ζc = 0.7 to
obtained the initial gains KP = 0.0188 and KI = 0.00807 as per eq. 3.8 and eq. 3.9, respectively.
However, when using these values to control floating turbines, the GSPI controller leads to
instability in the platform pitching motion due to the servo-induced negative damping of the
platform pitching motion [Chaaban et al., 2014b; Chaaban et al., 2014c]. A possible solution
to avoid this problem is to reduce the controller frequency below the platform pitch natural
frequency and the wave excitation frequency of most sea states as recommended by [Larsen
et al., 2007a]. Using this concept, the GSPI is tuned to work with the spar-buoy platform
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Figure 3.5 GSPI controller gains as function of blade pitch angle.

using a controller frequency of ωcn = 0.1 rad
s as the natural frequency of the Spar-buoy platform

pitching motion is ωPFp = 0.12 rad
s . Furthermore, the Barge platform has a GSPI frequency

of ωcn = 0.4 rad
s , hence the platform pitching natural frequency is ωPFp = 0.54 rad

s . Finally,
the TLP platform pitch natural frequency is higher than that of the Barge platform, therefore,
the controller natural frequency is set to ωcn = 0.5 rad

s . Tab. 3.4 shows the GSPI controller
frequency and gains for land-based and the floating platforms. In addition to that, fig. 3.5
illustrates the dependency of the controller gains on the scheduling parameter, namely, the
blade pitch angle.

3.4.3 Generator Torque Control

The generator torque control is mainly used in the under-rated region to follow the maximum
power production by changing the rotor speed as function of the mean wind speed. In the
above-rated region, two approaches are presently used. The first one uses constant generator
torque (rated value) and the generated power (Pg = ηgTgΩg, Tg = const., ηg is the generator
efficiency) is function of the fluctuations of the rotor speed about its rated value as the wind
speed changes. These speed fluctuations should be minimised by the pitch controller. The
second approach is to use a constant generator power (Pg = const.), which means to adapt the
generator torque within certain limits to the changes of the rotor speed in order to produce
constant output power. This second approach assumes that the generator torque could be
increased above its rated value to some maximum torque (about 10 % of the rated value, see
tab. 3.1) and the fluctuations are constrained to a maximum torque rate as given in tab. 3.1.

If the turbine is operating in the partial load region, the pitch controller should set the blade
pitch angle to its minimum value (i.e. 0◦) and the generator torque is calculated as a function
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of the rotor speed such as

Tg = πρR5CP,max
2λ3N3 Ω2

g, (3.10)

where ρ is the air density, R the rotor radius, CP,max the maximum power coefficient and λ the
tip speed ratio corresponding to CP,max. In the full load region, the controller starts to pitch
the blades and the generator torque is given for the constant generator power approach as

Tg = Pg,rated
ηgΩg

, (3.11)

with Pg,rated as the rated output power of the generator. Moreover, if a constant generator
torque control approach is considered in the full load region, the generator torque is set to its
rated value, namely Tg = 43, 093Nm as given in tab. 3.1. Finally, The blade pitch angle is used
as a reference to switch the generator torque controller between the operating regions.

3.5 Wind and Wave Loading

The stochastic, full-field, turbulent wind speed profiles are generated using TurbSim [Jonkman,
2009]. This tool employs statistical models to numerically simulate time-series of three-component
wind speed vector at each point in a two-dimensional vertical grid that is fixed in space. The
spectra of the velocity components and the spacial coherence are defined in frequency domain.
The inverse Fourier transformation is used to produce the time-series. The underlying theory
assumes a stationary process.

Wave loads are generated using the HydroDyn module in FAST. This module assumes irregular
waves incident to the offshore substructure defined by JONSWAP/Pierson-Moskowitz spectrum
as per [DNV, 2014] and [IEC, 2009] offshore standards. Sea currents are not considered in the
simulation study as the study is done according to the design load case 1.2 of the [IEC, 2009]
as presented in the following section.

3.6 The IEC 61400 Norm

To ensure that wind turbines are appropriately engineered against damage and hazards within
the planned life time, they should be designed and certified according to the IEC 61400 inter-
national standard. IEC 61400 is divided into different parts that address different aspects of
turbine life from site condition before construction, to turbine components being tested, assem-
bled and operated. The main part that deal with the general design aspects is the IEC 61400-1
which lists the general design requirements [IEC, 2005] and the IEC 61400-3 that specifies ad-
ditional requirements for offshore wind turbines with fixed foundations [IEC, 2009]. In these
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Table 3.5 DLC 1.2 conditions summary [IEC, 2009]
DLC Wind condition Waves Wind and wave

Directionality
Sea

current
1.2 Normal turbulence

model vin < vhub < vout

Normal
sea state

Co-directional and
multi-directional

No
currents

vin: cut-in wind speed; vhub: hub-height wind speed; vout: cut-out wind speed

two parts, different design load cases (DLCs) according to the operating conditions and analysis
type are defined. Since no standards that cover the design requirements of the floating turbines
exist, it is assumed that the IEC 64100-3 extends to cover design requirements of floating wind
turbines.

The simulations are carried out in accordance with the DLC 1.2 of the IEC 61400-3 standard.
The DLC 1.2 corresponds to fatigue load analysis under power production in normal operational
conditions as summarised in Tab. 3.5. The DLC 1.2 requires to run simulations at different hub-
height mean wind speed that varies between the cut-in and the cut-out limits. If the turbine
is an offshore turbine, a normal sea state with joint probability distribution of significant wave
height, wave period and hub-height wind speed should be used. This requires full site specific
data which are not available. An acceptable alternative to this is to use the DLC 1.1 condition
that requires the use of the expected significant wave height at given wind speed range.

Furthermore, DLC 1.2 requires the wind and waves to be co-directional and multi-directional.
This condition could be simplified to consider only one wind and wave direction case due to the
axisymmetric properties of the simulated platforms. Wind turbine rotor axis is also assumed
to be aligned with the wind direction. The case of misalignment goes under DLC 1.4 which
handles the case of ultimate load analysis, and therefore, it is outside the scope of this work.

In the simulated loading data-set used for fatigue analysis, the hub-height wind speed is varied
between vin = 3 m

s and vout = 25 m
s with 1 m

s speed increment per wind speed bin. Regardless
of the wind speed range, the IEC 64100 requires for statistical reasons six 600 s of turbulent
wind and irregular waves with different random seeds to be used per each wind speed bin.

Due to the absence of the full site specific data, the wave conditions are based on the same
reference site used by [Jonkman, 2007] located north-east of Scotland. In the site data, a single
significant wave height exists along with a range of wave periods for a corresponding average
wind speed. According to the IEC 64100-3 standard, the necessary condition to apply the linear
wave theory in deep water is

Hw

gT 2
w

≤ 0.002, (3.12)

where Hw is the wave-height, Tw is the wave period and g is the gravitational acceleration. As



86 Chapter 3. Modelling, Simulation and Analysis Tools

Table 3.6 Stochastic wind and wave parameters used for the design load cases analysis. Pa-
rameters are defined according to the DLC 1.2 of the [IEC, 2009].

Wind
Speed

Wave
height Wave period Wind

Speed
Wave
height Wave period[

m
s

]
[m] [s]

[
m
s

]
[m] [s]

3 1.0 8.0 ≤ Tw ≤ 14.0 14 3.2 12.8 ≤ Tw ≤ 18.8
4 1.2 8.4 ≤ Tw ≤ 14.4 15 3.4 13.2 ≤ Tw ≤ 19.2
5 1.4 8.8 ≤ Tw ≤ 14.8 16 3.6 13.6 ≤ Tw ≤ 19.6
6 1.6 9.1 ≤ Tw ≤ 15.1 17 3.8 14.0 ≤ Tw ≤ 20.0
7 1.8 9.6 ≤ Tw ≤ 15.6 18 4.0 14.3 ≤ Tw ≤ 20.3
8 2.0 10.1 ≤ Tw ≤ 16.1 19 4.2 14.7 ≤ Tw ≤ 20.7
9 2.2 11.1 ≤ Tw ≤ 17.1 20 4.4 15.0 ≤ Tw ≤ 21.0
10 2.4 11.6 ≤ Tw ≤ 17.6 21 4.6 15.4 ≤ Tw ≤ 21.4
11 2.6 12.0 ≤ Tw ≤ 18.0 22 4.8 15.7 ≤ Tw ≤ 21.7
12 2.8 12.0 ≤ Tw ≤ 18.0 23 5.0 16.0 ≤ Tw ≤ 22.0
13 3.0 12.4 ≤ Tw ≤ 18.4 24 5.2 16.3 ≤ Tw ≤ 22.3

FAST assumes linear wave theory which is a reasonable assumption in deep water, the chosen
wave periods should comply with this assumption. Therefore, the wave periods in each wind
speed bin are linearly ranged between a minimum and maximum values that satisfy, for a given
wave height Hw, the linear wave theory condition presented in eq. 3.12. Tab. 3.6 summaries
the wind and wave conditions used in simulation.

3.7 Fatigue Analysis Tools

The implementation of the rainflow counting is based on the developed toolbox by [Nieslony,
2009]. This toolbox starts by converting a given stress time history into a sequence of maxima
and minima (peak and valley), i.e. turning points; next, cycle counting (and half-cycles) is
performed. The toolbox provides four different outputs which are: the accumulated damage,
the amplitude and cycle mean histograms in addition to the so-called rainflow matrix. Using
material properties, the stress-range histogram is then calculated and with the help of the
corresponding S−N curve and the Palmgren-Miner rule, the fatigue damage is estimated. This
process is programmed as MATLAB® function.

Fatigue analysis using spectral-based methods starts by estimating the PSD of the stress either
directly from the measured stress time history, or estimated using the PSD of the structural
loads (wind or wave) and the transfer function of the structure (see eq. 2.50). The power
spectral density itself is calculated using the non-parametric Welch’s method [Welch, 1967].
The spectral moments are then estimated from the PSD using eq. 2.22. Finally, the fatigue
damage for each spectral method is estimated using the corresponding closed-form formula as
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presented in chapter 2. These steps are also implemented as MATLAB® functions.

Finally, the implemented transformed Gaussian model in this work is based on the Hermiteter
transformation provided by the MATLAB® toolbox for analysis of random waves and loads
[WAFO, 2017].

3.8 Performance Metrics of Fatigue Damage Analysis

To quantify the performance of the fatigue damage estimation of different spectral methods
against the rainflow counting method, the following performance metrics are used to moni-
tor the process characteristics and the estimated fatigue damage. These performance metrics
are calculated for each simulation case, experiment or measured operational time-series. The
performance metrics/indices can be grouped into the following main groups

3.8.1 Characteristics of the Loading Time-Series

The purpose of these indices is to get a clear idea about the frequency content of the loading
time-series (narrow or wide-band), in addition to check the distribution characteristics and to
which limit it is close to the Gaussian distribution.

1. Band-width parameters α1 and α2 used to check the band width of the loading history.
For narrow-band the values are close to unity, for wide-band the values tend towards 0.

2. Skewness γSk monitors the degree of asymmetry of the loading. If the loading is symmetric
around its mean γSk = 0.

3. Kurtosis γKu measures the contribution of the tails of the load distributions. γKu = 3 for
Gaussian process.

3.8.2 Fatigue Damage Analysis in Time-Domain

Fatigue damage analysis in time domain estimates the following indices:
1. Fatigue damage intensity ḊRFC calculated using rainflow counting method over the time

period T .
2. Fatigue damage DRFC = T ḊRFC .
3. Estimated fatigue life Tlife,RFC = 1

¯̇DRFC
where ¯̇DRFC is the average value of the calculated

damage intensity.
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3.8.3 Fatigue Damage Analysis in Frequency-Domain

Fatigue damage analysis in frequency domain estimates the following indices:
1. Fatigue damage intensity ḊG estimated under the Gaussian assumption over the time

period T .
2. Corrected fatigue damage intensity ḊcG using the correction factor described in sec. 2.7.2.1

for the case of non-Gaussian loading.
3. Corrected fatigue damage intensity ḊtG calculated using the transformed Gaussian model

explained in sec. 2.7.2.2 for the case of non-Gaussian loading.
4. Fatigue damage Di = T Ḋi with i ∈ {G, cG, tG}.
5. Estimated fatigue life Tlife,i = 1

¯̇Di
with i ∈ {G, cG, tG} and ¯̇Di is the average value of the

calculated damage intensity.

3.8.4 Comparison of Fatigue Damage Analysis in Time and Frequency
Domains

In order to be able to compare the estimated fatigue damage between the frequency and the
time domains, the following dimensionless index is used

ηki = Dki
DRFC

, (3.13)

with DRFC as the fatigue damage estimated using the rainflow counting algorithm, Dki is the
spectral fatigue damage estimated using the spectral fatigue damage method k (see tab. 2.2)
and the estimation approach i ∈ {G, cG, tG}.

This normalization aims to validate the capabilities of the spectral approaches of giving similar
fatigue estimation results as the time-domain counting method. Close to unity values ηki ≈ 1
means that both methods, spectral and time domain, are giving similar results while larger than
unity values ηki > 1 indicates that the corresponding spectral method gives more conservative
fatigue damage estimation than the time domain; Conversely, if ηki < 1 then the spectral method
will fail to predict the material failure. Another useful aspect of the normalization is in limiting
the dependency of the estimation results only to the material exponent m on the S −N curve
which is clear from eq. 2.85.

3.8.5 Measured Loading

Most of the spectral fatigue damage methods are tuned for materials with low fatigue damage
exponent (m < 8). This corresponds only to the turbine components that are made of (welded)
construction steel which have fatigue damage exponent m ≈ 3. This includes basically the tower
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and the support platform. The other turbine components such as the blades that are made of
composite materials (m ≈ 10), or the gearbox and the high- and low-speed shafts that are made
of cast nodular iron (m ≈ 7), have higher values of the fatigue exponent, therefore, the use of
some spectral methods for fatigue damage estimation for these components is not possible.

Based on this, the loading time-series considered in fatigue damage estimation are limited to
the measured/simulated tower base bending strains in both directions such as:

1. Tower base fore-aft (FA) bending strain
2. Tower base side-side (SS) bending strain

The bending stress is then calculated using the cross section data. The metrics that characterise
the measured loading are calculated per each time-series where they give a clear idea if the
loading segment is narrow- or wide-banded and if it is Gaussian or non-Gaussian. Furthermore,
the fatigue damage estimation metrics are calculated for each of the spectral methods then
normalised by the corresponding metric estimated using the rainflow counting method.

3.9 Weibull Scaling

In order to be able to assess the long term fatigue damage by accounting to the wind speed
probability distribution at the installation site, a weighted average is used to obtain the overall
averaged performance metrics. The weighted averaged performance metric p̄ is obtained from
the performance metrics pi estimated at the wind speed vi using the following formula

p̄ =
∑nb
i=1 ξipi∑nb
i=1 ξi

, (3.14)

where ξi is the scaling factor for the i-th wind speed bin and nb is the number of wind speed
bins.

The Weibull distribution given in eq. 3.15 has been found to give a good representation of the
variation in hourly mean wind speed over a year [Butron et al., 2001; DNV, 2016]

F (u) = exp
(
−
(
u

c

)k)
, (3.15)

with F (u) as the fraction of time for which the hourly mean wind speed exceeds u. This distri-
bution is characterised by two parameters, the shape parameter k that describes the variability
about the mean and the scale parameter c which is related to the annual mean wind speed ū

by

ū = cΓ
(

1 + 1
k

)
, (3.16)

with Γ ( · ) as the complete gamma function (eq. 2.88). The probability density function could
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Figure 3.6 Map showing the locations used as reference for building Weibull scaling factors.

be calculated using

f (u) = −dF (u)
du = k

uk−1

c
exp

(
−
(
u

c

)k)
, (3.17)

and the annual mean wind speed ū is then given by

ū =
∞∫
0

uf (u) du. (3.18)

This last equation allows calculating the annual average wind speed at the measurement refer-
ence height href which is mostly different from the wind turbine tower top height hhub. If the
annual mean wind speed at hub height is not given, a good approximation could be obtained
using the vertical shear power low for wind speed calculation according to

ū (h) = ū (href )
(

h

href

)γ
, (3.19)

where γ is the vertical shear exponent that takes a nominal value of γ = 0.2 for onshore locations
and γ = 0.14 for offshore sites.

Weibull scaling factors depend on the turbine location. In order to address this point, two dif-
ferent Weibull parameter sets are considered, the first set represents a suburban location located
next to Hamburg (53.5192°N, 10.1029°E), while the second parameter set represents an offshore
location in the North Sea at the German research platform FINO3 (55.19501°N, 7.15836°E).
The considered turbine locations are shown in fig. 3.6 and the parameter sets are derived from
the results obtained by [Gryning et al., 2015] and are presented in tab 3.7. Moreover, fig. 3.7
shows the change of the scaling parameters for both location with the wind speed.
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Table 3.7 Selected Weibull Parameters for onshore and offshore sites. Parameter set are de-
rived from the results obtained by [Gryning et al., 2015]

Parameters Symbol Unit Hamburg Vindeby FINO3
Shape parameter k [−] 2.2 2.3 2.45
Scale parameter c

[
m
s

]
6.2 9.1 11.3

Reference height href [m] 50 48 50
Annual mean wind speed ū

[
m
s

]
5.5 8.1 10.0

Turbine hub height hhub [m] 90 90 90
Vertical shear exponent γ [−] 0.2 0.14 0.14

Wind speed [m
s
]
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Figure 3.7 Weibull scaling factors for the considered turbine locations. Curves are obtained
using parameters listed in tab. 3.7

The work of [Gryning et al., 2015] is based on site measurements using a wind-lidar measurement
system. The data from Hamburg location are collected over the period from 15 June 2011
till 23 March 2012, while the data from FINO3 are collected between 29 August 2013 and
26 June 2014. The measurement period in each location is less than one year, however, the
measurement results are comparable to the results obtained from Vindeby offshore wind farm
(54.97°N, 11.13°E) in Denmark for the period from 1993 to 1997 [Barthelmie et al., 2005] (see
tab. 3.7 and fig. 3.7). The main difference in wind characteristics between the three locations is
the annual mean wind speed at the reference height that is lower at Hamburg site (suburban)
and increases at the Vindeby offshore site (distance from shore about 2 km) to the maximum
value at the offshore site of FINO3 which is about 80 km away from the nearest shore.

3.10 Chapter Summary

This chapter has introduced the FAST design code used in wind turbine modelling and simu-
lation in addition to the reference wind turbine model and its operating regions. Furthermore,
three different floating platforms are reviewed. As the used turbine control system affects the
over all loading on the wind turbine, in particular tower loading, a baseline control system is
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also introduced. Moreover, the wind and wave loading conditions used in simulation are also
highlighted. The simulations are done according to the IEC 64100 norm which is a set of design
requirements made to ensure that wind turbines are appropriately engineered against damage
from hazards within their planned lifetime. The chapter ends by defining the measured signals
in addition to a set of performance metrics that are necessary for the overall fatigue damage
analysis and evaluation.



Chapter 4
Applications of Fatigue Damage Analysis

If you cannot accurately predict the future then you
must flexibly be prepared to deal with various possible
futures.

— Edward de Bono
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4.1 Fatigue Analysis Using Simulation Data-Set

The performance of the spectral-based fatigue damage estimation methods is evaluated using
as reference the fatigue damage estimations obtained by the industry standard rainflow cycle
counting. The previously defined normalised fatigue damage index η (sec. 3.8.4) is used for
performance assessment of the spectral methods along with the different approaches. The
stress time history data-set used for fatigue analysis is generated from non-linear model of a
utility scale wind turbine with land-based and floating offshore with three different platform
configurations. The reference wind turbine is subject to turbulent wind and wave loading that
cover both operating regions. The simulations are done in accordance with the design load case
DLC 1.2 of the IEC 61400 norm. Fatigue analysis of the tower-base bending in fore-aft and



4.1. Fatigue Analysis Using Simulation Data-Set 95

Table 4.1 Structure of the simulation data-set

Turbine configuration Nr. of wind
Speed bins Nr. of seeds per wind speed bin Nr. of DLC

simulations
Onshore 22 bins 6 different wind profiles 132

Floating - Barge 22 bins 6 different wind and wave profiles 132
Floating - Spar-buoy 22 bins 6 different wind and wave profiles 132

Floating - TLP 22 bins 6 different wind and wave profiles 132
Total Nr. of DLC Simulations 528

side-to-side directions are carried out first in time domain using the rainflow counting, then in
frequency domain using various spectral-based methods combined with presented approaches,
the Gaussian, the corrected Gaussian and the transformed Gaussian model. The normalised
fatigue damage index η is then estimated for each method/approach and used to evaluate the
performance of the frequency domain methods against the industry standard rainflow cycle
counting algorithm.

4.1.1 Simulation Data-Set

The reference wind turbine (RWT) equipped with the baseline control system (BLCS) is used
to generate the simulation data-set needed for fatigue analysis using time and frequency domain
methods. The simulations are done in accordance with the design load case (DLC) 1.2 of the
international standard IEC 64100. Four different configurations for the reference turbine sub-
structure are considered. In the first configuration, the turbine is assumed to be installed in
land with stiff foundations (called land-based turbine) while the other three configurations are
floating turbines with the main three floating platforms, namely, Barge, Spar-buoy and TLP
platforms. For each configuration the turbine is subject to turbulent wind speed profiles with
mean wind speed that ranges between vin = 3 m

s and vout = 24 m
s with a step of 1 m

s per
each wind speed bin. At each wind speed bin, the simulation is repeated six times, each time
with different wind and wave profiles generated using different seed numbers. Each simulation
is run for 700 s, however, only the last 600 s (10min) are saved. Removing the first 100 s is
necessary to ensure the stability of the simulation results. Tab. 4.1 summaries the structure of
the simulation data-set.

In each simulation, the tower-base bending moments in the fore-aft and side-side directions
are recorded. In addition to that, wind speed components in the inertial frame (xI−axis is
down-wind, zI−axis is against gravity along tower axis) and wave elevation are also recorded in
order to assess the characteristics of the stochastic loading. Tab. 4.2 illustrates the measured
parameters and their corresponding used units.
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Table 4.2 Recorded simulation parameters
Measurement location Direction Unit

Tower-base loading moment Fore-aft (yt) [kN ·m]
Tower-base loading moment Side-side (xt) [kN ·m]
Wind speed components xi, yi, zi

[
m
s

]
Wave elevation zi [m]

4.1.1.1 Simulation Setup

The wind turbine modelling and simulation tool FAST [Jonkman et al., 2005] along with
MATLAB®/Simulink®are used as main simulation platform. The simulation setup structure
is illustrated in fig. 3.1, where the generator torque and the GSPI blade pitch controller blocks
are included. A low-pass filter is used to filter the high frequency fluctuations in the measured
generator speed in order to avoid high frequency commands in the blade pitch angle. Finally,
the simulation time step is set to 0.0125 s.

Figure 4.1 Scatter plot of kurtosis vs skewness of measured wind speed at hub height in x−,
y− and z−directions.

4.1.1.2 Stochastic Characteristics of the Simulated Design Load Cases

TurbSim code is used to generate a stationary full field stochastic turbulent wind profile that
is based on statistical model [Jonkman, 2009]. The generated wind speed field is defined at the
grid points in a two dimensional vertical rectangular gird that is fixed in space. The spectrum of
velocity components and spatial coherence are defined in the frequency domain and an inverse
Fourier transform produces the wind velocity time-series.

The first step in pre-processing the simulation data-set is to have a closer look at the nature of
the stochastic wind loading. The skewness and the kurtosis characteristics of the measured wind
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speed components in x−(normal to rotor), y−(horizontal parallel to rotor) and z− (vertical)
directions are given in a form of scatter plots as illustrated in fig. 4.1. Furthermore, fig. 4.2 shows
an example of the wind speed time history component in down-wind direction (x−direction)
along with the probability density function (PDF) of the wind speed amplitude compared to
a Gaussian distribution. It is clear from these figures that the turbulent wind profiles used in
simulation are not of Gaussian nature. In all wind directions, the skewness varies between −0.5
to +0.5 and the kurtosis varies between 2 and 4.5. The results scatter more in the x− and
y−directions while the z−direction has less skewness variation.

Figure 4.2 Wind speed time history and amplitude probability density function.

As the input wind speed profile is of non-Gaussian characteristics and due to the non-linearity of
the wind turbine system, the measured structural loads follow also non-Gaussian distribution.
By considering the onshore wind turbine subject to the previously defined DLCs, the scatter
plot of the skewness and the kurtosis of the measured tower-base fore-aft and side-side bending
moments are shown in fig. 4.7 and fig. 4.8, respectively. From these plots, it is possible to
conclude that the skewness and the kurtosis of the tower-base moment in the fore-aft direction
scatter more than that of the side-side direction. This is due to the fact that fore-aft loading
direction is more affected by wind loading.

4.1.1.3 Fatigue Damage Analysis

Fatigue analysis in the time domain is carried out using the industry standard rainflow counting
algorithm, while fatigue analysis in the frequency domain is done using the three different
approaches explained in sec. 2.9. These approaches are the Gaussian, the corrected Gaussian
and the transformed Gaussian model approaches (see fig. 2.18 and fig. 2.19).

Fatigue analysis in frequency domain starts with the generated simulation data-set. The de-
trending step in the case of land-based wind turbines could be ignored. This is motivated by
the fact that the used wind speed profiles are assumed to be aligned with the nacelle, therefore,
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there is no yaw motion and the rotor does not change its direction. Furthermore, the generated
wind speed profile is assumed to have a constant mean value and the fluctuations about this
mean are related to the turbulence nature of the generated wind speed profile. Based on this,
there is no justification to de-trend the generated tower base bending strain/stress time-series
before using them in fatigue damage estimation in frequency domain.

These arguments are not completely valid for floating wind turbines due to the added extra
DOFs of the platform, namely, the platform pitch and yaw motions. While the platform yaw
DOF will allow the rotor to turn away from the wind, the platform pitching motion will result
in varying velocity of the rotor when it moves with and against the wind. As the aerodynamic
loading depends on the relative velocity between the rotor and the up-wind, platform pitching
motion will result to a relative wind speed field that has a variable mean value. Based on this,
de-trending the simulation data-set in the case of floating turbine is justified. However, this
means that the deterministic component should be post-processed using the rainflow counting
method in order to get complete fatigue analysis. By doing this, the benefits of using spectral-
based methods is then lost in this case, hence, the simulated data-set obtained from the floating
wind turbines are post-processed in a similar way to that of the onshore turbines.

The estimated fatigue damage using spectral methods is normalised by the estimated fatigue
damage using the rainflow counting method. These normalised results enable good comparison
between the time and frequency domain methods; and it allows comparing the effect of skewness
and kurtosis of the non-Gaussian process on fatigue damage estimation.

Using spectral methods, fatigue damage is calculated per each design load case (DLC) then
averaged over each wind speed bin. A weighed total average over the simulated wind speed
range is then calculated with the help of the estimated fatigue damage results per each wind
speed bin. The weight per each bin is obtained from the corresponding Weibull scaling curve
illustrated in fig. 3.7. The same process is done also for fatigue damage estimation in time-
domain.

The obtained weighted averaged fatigue damage of each spectral method Dk is finally normalised
by the corresponding weighted averaged rainflow damage estimation DRFC such as

ηk = Dk

DRFC
, (4.1)

with ηk being a dimensionless parameter that represents the normalised fatigue damage index.
The dimensionless parameter ηk enables good comparison of the spectral-based fatigue dam-
age estimations against the estimations obtained using the reference rainflow cycle counting
algorithm. If ηk > 1, the spectral method k is said to be conservative (with regard to time
domain algorithm), which means that the spectral method is predicting a shorter fatigue life
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when compared to the fatigue life predicted by the time domain approach. On the contrary,
if ηk < 1 the spectral method is predicting longer fatigue life time when compared to the time
domain method. The optimal value of ηk is to be close to unity, namely, ηk ≈ 1. This means
that the fatigue damage estimation in frequency domain and time domain are almost similar.

In discussing the obtained results, a distinction is made between good, acceptable and not
acceptable fatigue damage estimation of the spectral-based methods against the reference fatigue
damage estimation in the time domain. This distinction is based on the acceptable engineering
tolerances. If the estimated fatigue damage using spectral methods lies within ±10 % tolerance
from the one obtained using time domain method, it is said that the spectral method gives good
fatigue damage estimation. This corresponds to 0.9 ≤ η ≤ 1.1; and if the estimation of the
spectral method is outside the ±10 % but within ±20 % tolerance, fatigue damage estimation
using spectral methods is said to have an acceptable estimation when compared to the time
domain results. This correspond to 0.8 ≤ η ≤ 1.2. Finally, the estimation of the spectral
method is not acceptable if it lies outside the ±20 % tolerance from the time domain estimation
results. This corresponds to either η < 0.8 or η > 1.2. In this case, there is a hug discrepancy
between the fatigue damage estimation results in the frequency and time domains. Tab. 4.3
summaries the classification rules.

Table 4.3 Classification of obtained fatigue damage estimation results
Classification Tolerance η range Meaning

Good ±10 % 0.9 ≤ η ≤ 1.1 Spectral fatigue damage estimation gives close
(within the given ±10 % tolerance) result to
the time domain fatigue damage estimation.

Acceptable ±20 % 0.8 ≤ η ≤ 1.2 Spectral fatigue damage estimation gives
acceptable (within the given ±20 % tolerance)
results comparing to the time domain fatigue

damage estimation.
Not

acceptable
otherwise otherwise Spectral fatigue damage estimation deviates far

from the results in the time domain.

Most of the simulated loading signals have band width parameter α2 ≤ 0.25 that indicates a
wide band loading spectrum. This is clear for example from fig. 4.3 which shows the scatter
plot of the band width parameter α2 of tower bending in the fore-aft and side-side directions of
an onshore wind turbine. The same scatter of α2 values is also observed on the loading of the
floating turbines. As the simplified and improved Zaho-Baker methods (ZBs and ZBi) can’t be
applied for time-series with band width parameter α2 less than 0.13, namely, α2 ≤ 0.13, this
would exclude these two methods directly from the fatigue damage estimation. Furthermore, the
Petrucci-Zuccarello (PZ) and Ortiz-Chen (OC) methods have shown to give very conservative
fatigue damage estimations with η > 2, therefore, these methods are also excluded from the
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comparison results presented later.

Figure 4.3 Scatter plot of the band width parameter α2 for onshore turbine tower loading
fore-aft and side-side directions.

4.1.2 Onshore Wind Turbine

Wind turbine tower is made of welded structural steel with the main steel grades in use are
the S235 and S355. The fatigue properties of the S235 steel material is widely studied and
available for example in [Bökamp, 2009]. Moreover, [DNV, 2016] provides the recommended
practice for the design of the offshore steal structures. This work adopts the main material
design properties of structural steel (S235) according to DIN EN 1993-1-1 [DIN, 2014] which
are summarized in tab. 4.4.

Table 4.4 Material properties of construction steel S235 [DIN, 2014]
Property Symbol Value Unit

Young’s Modulus E 210 [GPa]
Poisson’s ratio ν 0.3 [−]
Tensile strength Su 360 [MPa]
Yield strength Sy 235 [MPa]

Fatigue exponent m 3 [−]
Coefficient of linear thermal expansion α 12× 10−6 [◦K−1]

4.1.2.1 Tower Bending Moment Characteristics

In order to understand the differences in fatigue damage estimation results between the tower
fore-aft and side-side directions, the tower bending moment time histories, the amplitude dis-
tribution and the corresponding power spectral densities of both directions at mean wind speed
of 17 m

s are shown in fig. 4.4. This figure demonstrates the differences in amplitude distribution
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between the fore-aft and side-side directions. While the side-side direction has a good symmetry
(skewness γSk = 0.09, kurtosis γKu = 2.8) with close to Gaussian characteristics, the fore-aft
distribution is asymmetric (skewness γSk = 0.8, kurtosis γKu = 4.1) and it drifts far away from
the normal distribution characteristics. With the change of wind speed, the bending spectrum
shows some changes, such as the 3P peak will move to the left at lower rotor speeds. Spectral-
based methods under Gaussian assumption can tolerate to some limit the violation of the this
assumption, however, if the violation is too strong, the estimation results can’t be trusted any
more. The sensitivity to the violation of the Gaussian assumption varies between the spectral
fatigue damage estimation methods.

The tower bending moment in the fore-aft direction is dominated by the change of mean wind
speed over the rotor disk at frequencies lower than 0.1Hz; in addition to that, it is possible to
identify higher dynamic response at the tower first fore-aft mode (fT1fa = 0.33Hz) and with
less amplitude at the 3P frequency of the rotor (0.6Hz). On the contrary, the tower side-
side bending moment is dominated by the dynamic response at the tower side-side first mode
(fT1ss = 0.32Hz). The variations of wind speed has less effect on the tower bending moment
at this direction for frequency less than 0.1Hz.

By performing the rainflow cycle counting on the time-series shown in fig. 4.4, the amplitude-
mean histograms shown in fig. 4.5 and fig. 4.6 are obtained. The difference between the his-
togram in both directions is clear; while the side-side direction has a quasi symmetrical distri-
bution of cycles about a mean value of 5000 kN ·m the histogram in the fore-aft direction does
not show any symmetry. Furthermore, the tower fore-aft bending moment has few cycles with
high amplitudes. These cycles correspond to the change of the mean value of the relative wind
speed (between the up-stream wind speed and the rotor linear velocity).

4.1.2.2 Fatigue Analysis of Tower-Base Bending Moment in Fore-Aft Direction

The normalised fatigue damage estimation results of the three spectral approaches over opera-
tional wind speed range along with the scatter plot of the skewness and kurtosis of the simulated
tower bending moment in the fore-aft direction are presented in fig. 4.7. The skewness-kurtosis
scattering shows clear non-Gaussian loading characteristics. However, using the Gaussian ap-
proach, the the Empirical α0.75 and the Bands methods give good (within ±10 % tolerance)
fatigue damage estimation with the Empirical α0.75 being closer to the time domain estimation.
An acceptable fatigue damage estimation could be also obtained using the Single-Moment, Dir-
lik in addition to the second method of Tovo-Benasciutti. The fatigue damage estimations
from the other methods are very conservative (η > 1.4) when compared to the time-domain,
therefore, the estimation results using these methods are not acceptable.
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Figure 4.4 Tower bending moment characteristics in fore-aft and side-side directions for wind
speed 17 m

s .

Figure 4.5 Amplitude-mean histogram of
tower fore-aft bending mo-
ment of land-based reference
wind turbine subject to wind
speed 17 m

s .

Figure 4.6 Amplitude-mean histogram of
tower side-side bending mo-
ment of land-based reference
wind turbine subject to wind
speed 17 m

s .
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Figure 4.7 Normalised fatigue damage estimation η of tower bending moment in fore-aft di-
rection using three different spectral fatigue damage analysis approaches

Taking into account the non-Gaussianity by either using the corrected Gaussian or the trans-
formed Gaussian model approaches have minor effect on the obtained over all results. The
remarkable effect is obtained from transformed Gaussian model approach combined with the
Dirlik and Tovo-Benasciutti second method, where good fatigue damage estimation are ob-
tained.

Figure 4.8 Normalised fatigue damage estimation η of tower-base bending moment in the
side-side direction.

4.1.2.3 Fatigue Analysis of Tower-Base Bending Moment in Side-Side Direction

The skewness and kurtosis variations of the tower side-side loading are more consistent than that
of the fore-aft direction. This is due to the fact that the side-side tower motion is mainly excited
by the changes of the generator torque which depends on the rotor speed and consequently on
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the mean wind speed. This consistency in the skewness and kurtosis is reflected as good fatigue
damage estimation of more spectral methods. Using the Gaussian approach, good results are
obtained by the Empirical α0.75, Tovo-Benasciutti second method, Dirlik and Bands-Methods.
These good results are further enhanced by the corrected Gaussian approach, with the exception
of the Bands-method where the estimation deteriorates to an acceptable level. The use of the
transformed Gaussian model approach has marginal effect when compared to the Gaussian
approach; only the Bands-method shows more conservative good estimation with this approach.
An interesting result is that the Wirsching-Light method using the corrected Gaussian approach
gives good fatigue damage estimation. The normalised fatigue damage estimation results are
presented in fig. 4.8.

4.1.2.4 Development of Fatigue Damage Estimation with Wind Speed

By taking a closer look at the development of the normalised fatigue damage estimation with
wind speed for the Single-Moment, Empirical α0.75, Tovo-Benasciutti second method, Dirlik
and Bands methods as illustrated in fig. 4.9 for the fore-aft bending stress and in fig. 4.10
for the side-side bending stress, it is possible to notice that the estimated fatigue damage
values change with wind speed and according to the operating regions. The estimation is more
consistent in the tower side-side loading direction with the change of wind speed, while in
the fore-aft direction the fatigue damage estimation varies between the operating regions with
less variations in the full load region. This is related to the activity of the blade pitch control
system in the full load region where this controller has the task of keeping constant aerodynamic
loading over the rotor disk with the change of mean wind speed. This means that the tower
loading has a quasi constant mean value. While in the partial load region, the blade pitching
actuator is deactivated and the rotor speed is changed according to the mean wind speed for
power optimization purposes. This results into a changing aerodynamic loading over the rotor
disk (thrust and toque) with the mean wind speed. The changing aerodynamic loading leads
to a continues change in the mean value of the tower loading; and consequently, changes the
amplitude distribution with each wind profile.

Figures. 4.9 and 4.10 show also the probability density function (PDF) of the normalised fa-
tigue damage index; from which it is possible to calculate the probability at which a spectral
method will give a good and an acceptable estimate of the fatigue damage with regard to the
estimation obtained in the time-domain using the the rainflow counting algorithm. The results
are presented in fig. 4.11 for both the tower side-side and fore-aft loading. As predicted before,
spectral methods have higher probability of good fatigue damage estimation in the side-side
loading direction of 98 %, 91 % and 79 % using the Empirical α0.75, Dirlik and Tovo-Benasciutti
second method, respectively. Moreover, All these methods have more than 97% probability of
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Figure 4.9 Development of normalised fatigue damage estimation η of tower fore-aft bending
stress with wind speed. Simulated tower bending stress along with the Gaussian
approach are used. The continuous line represents the variations of the mean value
of η over the wind speed.

Figure 4.10 Development of normalised fatigue damage estimation η of tower side-side bending
stress with wind speed simulated tower bending stress along with the Gaussian
approach are used. The continuous line represents the variations of the mean
value of η over the wind speed.
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Figure 4.11 Probability of good and acceptable fatigue damage estimation using spectral
methods for tower loading in fore-aft and side-side directions of a land-based
wind turbine.

giving acceptable fatigue damage estimation.

On the contrary, the maximum probability of good fatigue damage estimation in the fore-aft
direction is 78 % using the Empirical α0.75 method; and all other methods have less than 50 %
chance of giving good estimations. Moreover, there is 97 % probability of obtaining acceptable
estimation using the Empirical α0.75 method. It is clear from these results that the Empiri-
cal α0.75 method is the best spectral method for tower estimation of fatigue damage in both
directions, however, the estimation accuracy is different according to the loading direction.

4.1.3 Floating Wind Turbines

The results obtained from the land-based wind turbine show that spectral methods are able
to deliver good estimation of tower fatigue damage. However, estimation results vary between
fore-aft and side-side directions. These results depend also on the spectral method and the
operating region.

The load comparison between land-based and offshore turbines with floating platforms show
dramatic increase in the loading of the floating structure. This increase is mainly in tower-base
fore-aft and side-side bending moments [Jonkman, 2007]. The floating platform type would
change the loading spectrum, therefore, the results of the spectral methods are also expected
to vary with the platform.
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Figure 4.12 Tower bending moment characteristics in fore-aft and side-side directions for wind
speed 17ms . Reference wind turbine is mounted on Barge platform.

4.1.3.1 Barge Platform

The Barge platform (fig. 3.3) is very sensitive to waves which will result to large platform
pitching motion (when compared to the other platforms). The overall increase in structural
loading is related to this large pitching motion that induces the oscillatory wind inflow relative
to the rotor, therefore, it excites in combination with the spinning rotor inertia the gyroscopic
yaw moment which turns the turbine away from the wind.

Tower Bending Moment Characteristics

As the barge platform is very sensitive to the sea waves, the floating turbine structure is subject
to different loading spectrum as that of the land-based turbines. Taking for example the recorded
tower bending moment at mean wind speed of 17 m

s shown in fig. 4.12, the fore-aft and side-side
directions are dominated by the platform pitching and rolling dynamic response at fPLp =
0.08Hz and fPFr = 0.09Hz, respectively. In addition to that, the tower fore-aft loading has
high dynamic response at the tower fore-aft frequency of fT1fa = 0.54Hz, while the tower
side-side loading has higher dynamic response at the 3P = 0.6Hz frequency. Both bending
moments show close to Gaussian amplitude distribution with minimal skewness and kurtosis
deviations from the ideal values.

The amplitude-mean histogram obtained from the rainflow cycle counting of the bending stress
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Figure 4.13 Amplitude-mean histogram of
tower fore-aft bending moment
of offshore reference wind tur-
bine mounted on Barge plat-
form and subject to wind
speed 17 m

s .

Figure 4.14 Amplitude-mean histogram of
tower side-side bending mo-
ment of offshore reference wind
turbine mounted on Barge
platform and subject to wind
speed 17 m

s .

history shown in fig. 4.12 is presented in fig. 4.13 for the fore-aft loading direction and in
fig. 4.14 for the side-side loading direction. In both histograms it is possible to differentiate
between the small amplitude cycles with high frequencies which correspond to the aerodynamic
loading; and the cycles with larger amplitude and less occurrence, these cycles correspond to
the hydrodynamic loading and the interaction between the turbine structure and the wind.

Tower Bending Moment in Fore-Aft Direction

The normalised fatigue damage index of the tower fore-aft bending moment using the simulated
time-series is illustrated in fig. 4.15. According to these results, only the Gaussian approach
combined with the Empirical α0.75 method gives good fatigue damage estimation; while ac-
ceptable estimations are obtained using the Single-Moment and Bands-methods. The corrected
Gaussian and the transformed Gaussian model approaches do not improve the results.

By having a closer look at the skewness-kurtosis scattering, it is possible to notice positive
mean skewness and less scattering of the kurtosis results when compared to the land-based
tower fore-aft bending stress (fig. 4.15). The positive skewness could be explained as the mean
thrust force over the rotor disc will produce a non-zero mean platform pitching angle. Therefore,
the distance between the rotor centre of gravity and the mean tower axis is increased; and tower-
base bending moment in the fore-aft direction has a mean value that depends on the mean wind
speed.
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Figure 4.15 Normalised fatigue damage index η of recorded tower fore-aft bending stress us-
ing three different spectral fatigue damage analysis approaches. Reference wind
turbine is mounted on the floating Barge platform.

Figure 4.16 Normalised fatigue damage estimation η of recorded tower side-side bending stress
using three different spectral fatigue damage analysis approaches. Reference wind
turbine is mounted on the floating Barge platform.

Tower Bending Moment in Side-Side Direction

Tower bending moment in this direction enjoys good Gaussian characteristics. This is clear from
the skewness-kurtosis scattering illustrated in fig. 4.16 where the skewness ranges between ±0.2
(with some exceptions) and the kurtosis is close to three. Good fatigue damage estimations with
regard to the time-domain estimation results are obtained using the Gaussian approach with
the Tovo-Benasciutti second method, Dirlik, Wirsching-Light and the Empirical α0.75 methods,
while acceptable estimations are obtained by the bimodal Jiao-Moan, Band- and the Single-
Moment methods. Moreover, the corrected Gaussian and the transformed Gaussian model
approaches tend to give more conservative estimations with the exception of the corrected
Gaussian model combined with the Single-Moment and Bands methods where good fatigue
damage estimation is obtained.
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Development of Fatigue Damage Estimation with Wind Speed

By taking a closer look at the development of the normalised fatigue damage index with wind
speed as illustrated in fig. 4.17 for the fore-aft bending moment and in fig. 4.18 for the side-side
direction. It is possible to notice that the fatigue damage index in the full load region is more
consistent and close to unity, while in the partial load region, large deviations from unity are
observable. The stability of estimation results in the above rated region is related to the activity
of the blade pitching system that keeps minimal change of the aerodynamic forces over the rotor
disc which results to more stationary loading.

Furthermore, figures. 4.18, 4.17 show also the probability density function (PDF) of the nor-
malised fatigue damage estimations; from which it is possible to calculate the probability at
which a spectral method will give a good and an acceptable estimate the fatigue damage. The
results are presented in fig. 4.19 for both the tower fore-aft and side-side bending moment. With
regard to the time domain fatigue damage estimations, the best probability of obtaining good
fatigue damage estimation is given by the Empirical α0.75 method with probability of 86 % and
79 % in the side-side and fore-aft directions, respectively. The probability of good estimation
from the other spectral methods do not exceed 60 %. Moreover, it is possible to obtain an
acceptable estimation in the side-side direction with probability of 95 %, 91 %, 90 %, 89 % and
82 % using the Empirical α0.75, Bands-Method, Single Moment, Dirlik ans Tovo-Benasciutti
second method, respectively. In the fore-aft direction the Single-Moment, Empirical α0.75 and
Bands-Method have similar chances about 88 %− 91 % in giving acceptable estimation.

Tower bending moment in the fore-aft direction is mainly affected by the platform pitching
motion that depends on the mean wind speed. This motion exacerbates the tower bending
moment due to the rotor and nacelle eccentricity which leads to a changing bending moment
mean value. Taking this into account and following the work steps illustrated in fig. 2.18 to
run fatigue analysis on non-stationary time-series (de-trending with MATE with 12 s window
and using the transformed Gaussian model approach), it is possible to get more good results
with 80 % and 74 % probability from Dirlik and Tovo-Benasciutti second method (compared to
23 % and 7 % probability for Dirlik and Tovo-Benasciutti second method, respectively, when
using the bending stress history with the Gaussian approach). This could be achieved while
maintaining similar good result with 76 % probability from the Empirical α0.75 method (79 %
using the recorded time-series and the Gaussian approach).

As the spectral methods show more consistent estimations in the above rated region, the prob-
ability of obtaining good and acceptable estimations are also illustrated in fig. 4.19. It is worth
to mention that more spectral methods are able to give good and acceptable fatigue damage
estimates with probability more than 80 % in both fore-aft and side-side loading directions in
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Figure 4.17 Development of normalised fatigue damage index η of tower fore-aft bending mo-
ment with wind speed. Estimations are based on recorded tower bending moment
on Barge platform along with the Gaussian approach. The continuous line repre-
sents the variations of the mean value of η over the wind speed.

Figure 4.18 Development of normalised fatigue damage index η of tower side-side bending
moment with wind speed. Estimations are based on recorded tower bending
moment on Barge platform along with the Gaussian approach. The continuous
line represents the variations of the mean value of η over the wind speed.
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Figure 4.19 Probability of good and acceptable fatigue damage estimation using spectral
methods for tower loading for floating wind turbine on Barge platform.

Conclusion

By taking the rainflow counting algorithm as a reference fatigue damage estimation, spectral
methods are less accurate in fatigue analysis of tower bending moment of floating wind turbines
on Barge platform configuration. Spectral-based fatigue damage estimations are more consistent
in the full load region than on the partial load region. The only method that is able to maintain
the same level of estimation performance in both loading directions (fore-aft and side-side) in
addition to both operating regions is the Empirical α0.75. Although the tower bending moment
spectrum in both directions looks as a bimodal system, the Jiao-Moan bimodal method fails to
give any reasonable estimations.

It is possible to improve the estimation results with regard to the time-domain of the Dirlik
method and Tovo-Benasciutti second method by decomposing the stress time-series into a deter-
ministic and stochastic components using a moving average trend estimator filter with window
length of 12 s. Then using the Transformed Gaussian model approach for fatigue analysis per
each signal (deterministic signal is treated as stochastic one at this point and the same spectral
method is used for fatigue estimation of both signals). Finally combining the results using the
Project-by-Projection concept to obtain the over all fatigue damage value.

4.1.3.2 Spar-Buoy Platform

The Spar-Buoy platform is build to be less sensitive to incident waves. That is achieved by
using ballast tanks to attain hydrostatic stability (see fig. 3.3). This design concept led to a low
pitching and rolling natural frequencies of 0.02Hz each (due to symmetry). The main benefit
obtained by this design is a reduction in turbine structural loading due to the limited platform
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motion when compared to that of the Barge platform.

Tower Bending Moment Characteristics

Tower bending moment spectrum on Spar-Buoy platform is different from that on Barge-
platform as it is clear by comparing fig. 4.12 and fig. 4.20. The low pitching motion fPFp =
0.02Hz of the Spar-Buoy platform could be identified from the tower bending moment in the
fore-aft direction. This pitching motion dominates the response in the fore-aft direction while
the tower response at its first natural frequency fT1ss = 0.38Hz in the side-side direction is
more dominant rather than the platform rolling motion fPRr = 0.02Hz. Both bending moments
show close to Gaussian amplitude distribution with minimal skewness and kurtosis deviations
from the ideal values. It is also possible to notice that the tower bending moment amplitude in
both directions on the Spar-Buoy platform is less than that on the Barge platform.

Figure 4.20 Tower bending moment characteristics in fore-aft and side-side directions for wind
speed 17 m

s . Reference wind turbine is mounted on Spar-Buoy platform.

Tower Bending Moment in Fore-Aft Direction

The normalised fatigue damage index of the tower fore-aft bending stress using the recorded
time-series is illustrated in fig. 4.21. It is possible to see that the Empirical α0.75 and the
Bands methods give good estimation when combined with the Gaussian approach. Acceptable
estimations using the same approach are also obtained using the Single-Moment method. The
use of the corrected Gaussian and the transformed Gaussian models approaches have marginal
effect with the exception of the Bands-Method where the transformed Gaussian approach leads
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to very conservative estimation.

The skewness-kurtosis scatter plot shows that the tower bending moment in this direction has
more skewness than that on Barge platform while the kurtosis stays in similar range.

Figure 4.21 Normalised fatigue damage index η of recorded tower fore-aft bending moment
using three different spectral fatigue damage analysis approaches. Reference wind
turbine is mounted on the floating Spar-Buoy platform.

Figure 4.22 Normalised fatigue damage index η of recorded tower side-side bending moment
using three different spectral fatigue damage analysis approaches. Reference wind
turbine is mounted on the floating Spar-Buoy platform.

Tower Bending Moment in Side-Side Direction

The skewness-kurtosis scatter plot (fig. 4.22) is more scattered than that of Barge platform.
The skewness of tower loading in the side-side direction on the Spar-Buoy platform ranges
between ±0.5 while the kurtosis goes between 2 and 5. This indicates more deviations from the
ideal Gaussian amplitude distribution. Good fatigue damage estimations are obtained using
the Empirical α0.75, Tovo-Benasciutti second method and Dirlik methods when combined with
the Gaussian approach. Taking the non-Gaussianity into account using the corrected Gaussian
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approach makes the estimation results about 10 % more conservative. This has moved the
estimation results of the Single-Moment and Bands methods from being acceptable to be good
and on the contrary it moves the good estimation result of Tovo-Benasciutti second method and
Dirlik to an acceptable level all with regard to the reference fatigue damage estimation in the
time-domain. Finally, the transformed Gaussian model follow the same course of the corrected
Gaussian approach.

Development of Fatigue Damage Estimation with Wind Speed

The development of the normalised fatigue damage index with wind speed is illustrated in
fig. 4.23 for the fore-aft bending stress and in fig. 4.24 for the side-side direction. Unlike to the
obtained results in the case of the Barge platform, fatigue damage estimation is less consistent
with the change of wind speed in the side-side tower bending direction. However, in the fore-
aft direction, the Empirical α0.75 keeps the same level of consistency, while the Dirlik and
Tovo-Benasciutti second methods tend to be more conservative with the change of wind speed.
As mentioned before, the use of the corrected Gaussian and the transformed Gaussian model
approaches do not improve the estimation accuracy with regard to the reference method. The
same is observed if the stress time-series are also considered non-stationary.

Furthermore, figures. 4.23 and 4.24 show also the probability density function (PDF) of the
normalised fatigue damage index; from which it is possible to calculate the probability at which
a spectral method will give a good and an acceptable estimate of the fatigue damage with regard
to the reference time domain fatigue damage estimation. The results are presented in fig. 4.25
for both loading directions. The best probability of obtaining good fatigue damage estimation
is given by the Empirical α0.75 method with probability of 70 % and 71 % in the side-side and
fore-aft directions, respectively. The probability of good estimation from the other spectral
methods does not exceed 60 %. Moreover, it is possible to obtain an acceptable estimation
in the side-side direction with probability of 93 %, 92 % and 89 % using the Bands method,
Single-Moment and Empirical α0.75, respectively. In the fore-aft direction the Bands-Method,
the Empirical α0.75 and the Single-Moment methods have a 96 %, 92 % and 91 % probability of
giving an acceptable estimation.

Conclusion

With regard to the reference fatigue damage estimation using the rainflow counting algorithm,
the Empirical α0.75 is again the only method that keeps consistent level of good and acceptable
fatigue damage estimation in the case of Spar-buoy platform. However, the performance of the
Empirical α0.75 combined with the Gaussian approach on Spar-Buoy platform does not match
that on Barge platform. Moreover, time-series decomposition doesn’t improve the overall results
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Figure 4.23 Development of normalised fatigue damage index η of tower fore-aft bending stress
with wind speed. Estimations are based on recorded tower bending stress on Spar-
Buoy platform along with the Gaussian approach. The continuous line represents
the variations of the mean value of η over the wind speed.

Figure 4.24 Development of normalised fatigue damage index η of tower side-side bending
stress with wind speed. Estimations are based on recorded tower bending stress
on Spar-Buoy platform along with the Gaussian approach. The continuous line
represents the variations of the mean value of η over the wind speed.
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Figure 4.25 Probability of good and acceptable fatigue damage estimation using spectral
methods for tower loading for floating wind turbine on Spar-Buoy platform.

(results not shown).

4.1.3.3 Tension Leg Platform

The tension leg platform (TLP) uses taught mooring lines to maintain hydrostatic stability.
The platform is a cylindrical hull that is fixed in its location through tensioned mooring lines
attached from one side to the hull through four spokes and from the other side to the seabed
as shown in fig. 3.3. Most of the platform hull is under the water in order to minimise its
interaction with the incident waves thus reducing its sensitivity. Furthermore, the tensioned
mooring lines increase the stiffness of the platform roll, pitch and heave motions. This could
be clearly seen from the increased natural frequency of the pitch and roll DOF to 0.15Hz (see
tab. 3.2). The main drawback of this deign is its high cost of the anchors and the dependency
on seabed soil condition that should support the large tensile forces.

Tower Bending Moment Characteristics

The tower-base bending moment spectrum on TLP is different from that on the previous plat-
forms (fig. 4.26). The increased platform stiffness due to the tensioned mooring lines shifts
the tower natural frequencies up. The fore-aft bending moment direction is dominated by the
tower fore-aft natural frequency fT1fa = 0.72Hz in addition to the wind loading at frequencies
below 0.1Hz and the high dynamic response at the platform pitching frequency fPFp = 0.22Hz
which is close to 1P = 0.2Hz. On the side-side loading direction, the spectrum shows high
dynamic responses at the platform rolling frequency fPFr = 0.22Hz and at the tower side-side
natural frequency fT1ss = 0.73Hz. Wind loading in this direction has less effect. Both loading
directions have an amplitude distribution that is close to the normal distribution with minimal
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Figure 4.26 Tower bending moment characteristics in fore-aft and side-side directions for wind
speed 17 m

s . Reference wind turbine is mounted on tension leg platform.

skewness and kurtosis deviations from the ideal values.

Tower Bending Moment in Fore-Aft Direction

Fig. 4.27 shows the changes of the normalised fatigue damage index η of the tower fore-aft
bending stress. It is possible to see that the Empirical α0.75 gives good estimation with regard
to the reference time-domain method when combined with the Gaussian and the corrected
Gaussian approaches with minor correction presented by the later. Acceptable estimations
using the same approaches are also obtained using the Single-Moment and Bands methods.
The use of corrected Gaussian approach has minor effect on the overall averaged estimation.
On the contrary, the transformed Gaussian model approach makes the estimations much more
conservative. The skewness-kurtosis scatter plot is also shown in the figure.

Tower Bending Moment in Side-Side Direction

Good fatigue damage estimations are obtained using the Empirical α0.75, Tovo-Benasciutti
second method and Dirlik methods when combined with the Gaussian approach in the tower-
based fatigue analysis in the side-side direction (fig. 4.28). Similar to the fore-aft direction, the
corrected Gaussian approach has marginal effect and in most cases the transformed Gaussian
model approach leads to conservative estimations. Moreover, the skewness-kurtosis scattering
has similar pattern to the fore-aft loading direction.
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Figure 4.27 Normalised fatigue damage index η of recorded tower fore-aft bending stress us-
ing three different spectral fatigue damage analysis approaches. Reference wind
turbine is mounted on the floating tension leg platform (TLP).

Figure 4.28 Normalised fatigue damage index η of recorded tower side-side bending index
using three different spectral fatigue damage analysis approaches. Reference wind
turbine is mounted on the floating tension Leg platform (TLP).

Development of Fatigue Damage Estimation with Wind Speed

The development of the normalised fatigue damage index η with wind speed for the side-side
and fore-aft tower-base bending stress is shown in fig. 4.29 and fig. 4.30, respectively. The
Empirical α0.75 method shows consistent estimation with wind speed in the fore-aft direction
and to less degree in the side-side direction, while the Tovo-Benasciutti second method and
Dirlik methods have more consistent estimations in the full load region while in the partial
load regions the estimation varies with the wind speed. The bimodal Jiao-Moan method follow
the same pattern with more conservative course. Moreover, the Single-Moment and the Bands
methods show the same behaviour in both operating regions with non-conservative estimations.

The probability of obtaining good and acceptable fatigue damage estimation calculated form
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Figure 4.29 Development of normalised fatigue damage index η of tower fore-aft bending stress
with wind speed. Estimations are based on recorded tower bending stress on
tension leg platform (TLP) along with the Gaussian approach. The continuous
line represents the variations of the mean value of η over the wind speed.

Figure 4.30 Development of normalised fatigue damage index η of tower side-side bending
stress with wind speed. Estimations are based on recorded tower bending stress
on tension leg platform (TLP) along with the Gaussian approach. The continuous
line represents the variations of the mean value of η over the wind speed.
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the PDF shown in fig 4.29 and fig. 4.30 is given in fig. 4.31. Once again, the Empirical α0.75 has
more probability in giving good and acceptable estimations with regard to the reference method
in both loading directions with 72 % and 97 % probability of good and acceptable estimation
in the side-side direction; and 68 % and 93 % probability of good and acceptable estimate in
the fore-aft direction. In addition to the Empirical α0.75, Dirlik and Tovo-Benasciutti second
method have good chances in giving good and acceptable estimations in the side-side direction
while in the fore-aft direction the maximum probability of acceptable estimation is lower than
50 %.

2
4

%

7
2

%

9
7

%

6
4

%

8
5

%

7
1

%

9
0

%

2
2

% 2
8

%

4
0

%

6
8

%

9
3

%

3
3

%

3
0

%

4
5

%

2
8

%

4
8

%

2
4

%

7
2

%

9
7

%

6
4

%

8
5

%

7
1

%

9
0

%

2
2

% 2
8

%

4
0

%

6
8

%

9
3

%

3
3

%

3
0

%

4
5

%

2
8

%

4
8

%

Figure 4.31 Probability of good and acceptable fatigue damage estimation using spectral-
based methods for tower bending stress for floating wind turbine on tension leg
platform (TLP).

Conclusion

The comparison of the fatigue damage estimation of spectral-based methods against the refer-
ence estimation in time-domain using the rainflow cycle counting algorithm shows the Empirical
α0.75 method being the only spectral method that keeps consistent good and acceptable fatigue
damage estimation of tower-base bending stress in both directions and operating regions. Fa-
tigue analysis using this method along with the Gaussian approach has similar probability of
good and acceptable estimation to the other floating platforms. Moreover, taking the non-
Gaussianity into account by using the corrected Gaussian or the transformed Gaussian model
approaches doesn’t improve the estimation results. The same applies to decomposing the load-
ing time-series and using the “De-trending&PbP” approach.

4.1.4 Conclusion Obtained from Simulation Data-Set

The dynamic response of the wind turbine due to the stochastic wind and wave loading changes
according to the substructure configuration. This change in the dynamic response results into
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a change in the power spectral density of the monitored loading in addition to the nature of the
distributed loading amplitude.

Fatigue analysis of simulated data-set using Gaussian, corrected Gaussian and transformed
Gaussian model approaches carried out on tower fore-aft and side-side bending stress at different
wind turbine configurations have demonstrated that the spectral-based methods are able to
give comparable fatigue damage estimations to the industry standard rainflow cycle counting
algorithm. Several spectral methods are able to give good to acceptable fatigue estimations
with regard to the reference method, while the rest tend to give conservative estimations when
compared to the cycle counting in time domain. That is to say, the use of the spectral method
will lead in the worst case scenario to an over estimation of fatigue damage. This might be
acceptable in the early design stage.

The overall summary of the obtained results are presented in tab. 4.5. These results show that
more spectral-based methods tend to give good to acceptable results in fatigue analysis of the
land-based turbine, while conservative fatigue estimation results with regard to the reference
estimation are obtained by most spectral methods when used for fatigue analysis of the simulated
stress history of the floating turbine configuration. This is related to the added extra degrees
of freedom introduced by the floating platform which affect the tower-based stress significantly.

In all studied cases, more spectral-based methods are able to give comparable results to the
time-domain fatigue analysis of the tower side-side bending stress. This could be explained that
this loading direction is less subject to the change of mean wind and wave loading.

As the tower-based fore-aft bending stress is subject to the change of mean wind speed, spectral
fatigue damage analysis of this loading direction should be carefully carried out. With regard
to the reference estimation in time domain, only the Empirical α0.75 is able to keep the good
performance level for all turbine configurations while assuming the Gaussian approach. More-
over, acceptable to good estimation results are also possible to obtain using the Single-Moment
and the Bands-methods according to floating turbine configuration.

The transformed Gaussian model approach improves the obtained fatigue results to a good level
of the Dirlik and 2nd Tovo-Benasciutti methods on land-based turbines in both tower loading
directions. However, this effect does not extend to the case of floating turbines. On the other
side, the corrected Gaussian approach doest not have such effect on the results. Similarly, de-
trending and PbP approach doesn’t also improve the spectral fatigue damage analysis results.
This is related to that fact that the deterministic component is still post-processed in this
procedure as a stationary Gaussian loading which is far from being realistic. Better result could
be obtained by using the rainflow cycle counting to post-process the deterministic component.
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This will improve the performance of this procedure, however, the advantage of using spectral
fatigue analysis of simulated data is lost in this case as the cycle counting will require actual
simulated stress time-series, not only their power spectral density.

Another point should be mentioned is the dependency of the spectral fatigue damage results on
the mean wind speed. While good fatigue damage estimations are possible to obtain using for
example the Single-Moment, Empirical α0.75, 2nd Tovo-Benasciutti and Dirlik methods in the
full load region, the estimations scatter at the partial load region. This could be explained by
the increase of the aerodynamic loading over the rotor disc with the increase of wind speed in the
partial load region due to the power maximization objective of the controller. The increase of the
aerodynamic loading results into a change of the mean stress value on the tower fore-aft bending
stress which in-turn affects the spectral estimation results. As the reference wind turbine enters
the full load region, the blade pitch actuator is activated and the aerodynamic loading over
the rotor disk is kept quasi constant due to the control objective of optimal power production.
This means keeping constant wind speed mean value over the rotor and, consequently, steady
tower fore-aft bending stress mean value. In spite of the higher turbulent intensity at the full
load region, many spectral methods are still able to give good fatigue damage estimations with
regard to the reference fatigue damage estimation method in time domain.

The obtained results depend on the wind turbine type and its operating regions. The considered
reference wind turbine is a variable-speed variable-pitch wind turbine with two main operating
regions as illustrated in the turbine power curve. These two regions have different control
objectives with different actuators that operate at each region. Other turbine types such as
the variable-speed fixed-pitch turbines are stall regulated ones with different power curve. The
dynamic response of the stall regulated turbines is different from the reference turbine, therefore,
the performance of the spectral-based methods with turbine operating regions will also differ
from the presented results. The same applies for other turbine types. Based on this, the
presented results are limited to the reference turbine type and extending these results to other
wind turbine types is possible if the differences in the dynamics response is taken into account.

Finally, this study shows that spectral methods are a good candidate for fatigue damage analy-
sis of wind turbines. The best performance is obtained using the Empirical α0.75 method which
is able to give good estimation regardless of the turbine substructure and using only the Gaus-
sian assumption. This means that the Empirical α0.75 method can tolerate the violation of the
non-stationarity and non-Gaussian assumptions and still gives fatigue damage estimations com-
parable to the rainflow cycle counting algorithm. Dirlik, the 2nd Tovo-Benasciutti in addition
to the Band-methods are able to give good estimation when used for fatigue assessment of the
tower side-side loading regardless of the turbine configuration. However, when these methods
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are used for fatigue damage estimation of the tower fore-aft loading the obtained results deteri-
orate to an acceptable level and sometimes they tend to give very conservative estimations with
regard to the reference fatigue damage estimation in time domain.

In summary, spectral-based fatigue analysis methods are able to give comparable fatigue damage
estimations to the rainflow cycle counting algorithm, however, they should be used carefully in
fatigue analysis of wind turbines as their performance depend on the monitored stress, turbine
configuration, operating region not to forget the spectral method itself.
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Table 4.5 Summary of spectral fatigue damage estimation methods using simulation data-set

Land-based Tower-base - Fore-aft Tower-base - Side-Side
Method G cG tG G cG tG

Single-Moment
Empirical α0.75 78%/97% 98%/100%

Tovo-Benasciutti 2
Dirlik

Bands Method
Bimodal Jiao-Moan

Barge-platform Tower-base - Fore-aft Tower-base - Side-Side
Method G cG tG G cG tG

Single-Moment
Empirical α0.75 79%/89% 86%/95%

Tovo-Benasciutti 2
Dirlik

Bands Method
Bimodal Jiao-Moan

Spar-Buoy platform Tower-base - Fore-aft Tower-base - Side-Side
Method G cG tG G cG tG

Single-Moment
Empirical α0.75 71%/92% 70%/89%

Tovo-Benasciutti 2
Dirlik

Bands Method 58%/93%
Bimodal Jiao-Moan

TLP platform Tower-base - Fore-aft Tower-base - Side-Side
Method G cG tG G cG tG

Single-Moment
Empirical α0.75 68%/93% 72%/97%

Tovo-Benasciutti 2
Dirlik

Bands Method
Bimodal Jiao-Moan

Legend Good Acceptable not-acceptable
Probability of Good estimation / Probability of Acceptable estimation

G Gaussian approach
cG Corrected Gaussian approach
tG Transformed Gaussian model approach.
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4.2 Fatigue Analysis of Small Wind Turbine

Fatigue analysis in time and frequency domains using operational measurements collected from
the tower of a small wind turbine is investigated in this section. The small wind turbine has a
rated power of 2.5 kW and is available the University of Siegen. Due to the small dimensions of
the wind turbine, it is more sensitive to wind turbulences and to the change of wind direction,
which results to considerable changes in tower bending stress mean value that should be taken
into account when using spectral fatigue damage estimation methods.

The objective of this study is to investigate the capabilities of the proposed “de-trending&PbP”
fatigue damage analysis strategy using operational tower loading. Different spectral methods
in combination with the Gaussian, corrected Gaussian and transformed Gaussian approaches
are investigated and the performance is evaluated with regard to the reference fatigue damage
estimation in time-domain using rainflow cycle counting algorithm.

4.2.1 Small Wind Turbine of University of Siegen

4.2.1.1 Wind Turbine System and Installation Site

The small wind turbine at the University of Siegen (fig. 4.32) is a research turbine with rotor
diameter of 3m. Located at the roof of the Paul-Bonatz Campus at university of Siegen. The
total hub height of the turbine from ground is 26.3m, while the hub height from the roof is
5m (see fig. 4.33). The turbine tracks passively the change of wind direction using wind vane.
The design wind speed is 6 m

s at a tip speed ratio of 7.5 and the rated power of the generator
is 2500W at wind speed of 11 m

s . The main properties of the turbine are given in tab. 4.6.
Unlike the reference wind turbine, the used generator has permanent magnets. Furthermore,
the blades have fixed pitch angle.

Table 4.6 Main properties of the small wind turbine at university of Siegen
Rotor diameter 3m
Hub height from roof/ground 5m/ 26.3m
Type Horizontal axis
Installation location Roof of the Paul-Bonatz Campus,

Building A, University of Siegen.
Wind tracking Passive, wind vane
Design wind speed 6 m

s

Rated tip speed ratio 7.5
Rated wind speed 11 m

s

Rated power 2500W
Cut-in wind speed 4 m

s

Tower material Construction steel S235



4.2. Fatigue Analysis of Small Wind Turbine 127

The research turbine is equipped with a wide range of sensors that monitor its operation,
structural responses, operating condition and its acoustic emission. A data acquisition system
is used to collected all sensor data, convert them to digital form and save the digital signals
on a local computer close to the turbine. These data are backed-up daily to a virtual machine
at the University of Siegen. Through this virtual machine, the access to the measurements is
granted to the researchers. Full turbine system description is available at [Gerhard et al., 2013;
Volkmer et al., 2016].

Figure 4.32 The research wind
turbine of the Uni-
versity of Siegen.

Figure 4.33 Installation location and hub-height of the
research wind turbine (Source: [Volkmer et
al., 2016]).

4.2.1.2 Structural and Operational Data Acquisition System

Tower-base bending stress in the North-South (NS) and East-West (EW) directions are mea-
sured using strain gauge sensors in half-bridge configuration in each direction (see fig. 4.34).
The measured analogue strain signals are amplified using an analogue amplifier then collected
using the turbine data acquisition system at sampling rate equal to fs = 2500Hz and later
in the pre-processing step, the measurements are down-sampled to 250Hz. The use of half-
bridge configuration removes the influence of temperature on strain measurement as it is self
compensated in this configuration.

The strain measurements are triggered by the rotor speed; that is to say, tower-base strain
measurements are recorded as long as the rotor is rotating. This is done under the assumption
that if the rotor is not rotating the turbine is not subject to any significant wind loading that
might affect its fatigue life. This assumption implies that the wind speed is always below the
cut-in wind speed of the turbine. Furthermore, the change of tower loading due to the change
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Table 4.7 Measurements and the corresponding sampling rate.
Measurement Sampling rate

Tower-base bending stress East-West direction 250Hz
Tower-base bending stress North-South direction 250Hz

Effective wind speed 10Hz
Effective wind direction 10Hz

Rotor speed 10Hz

of rotor direction without rotating is also neglected.

In addition to the tower structural responses, the turbine operating conditions are also recorded.
This includes effective mean wind speed, effective wind speed direction and rotor speed. The
operating conditions measurement are collected at a sampling rate of 2500Hz, then averaged
and saved over a window of 250 samples (0.1 s). This means that the actual sampling rate of
the operating conditions measurement is 10Hz.

The measurement campaign started on 17 February 2018 and ended on 23 April 2018. During
this period the turbine has recorded more than 300 operating hours (∼ 12.5 days). The collected
measurements are divided into data blocks each with 1h length (in total 302 data blocks). Each
data block contains the strain measurements in the North-South and East-West directions in
addition to the measured mean wind speed, wind direction and the measured rotor speed.

Figure 4.34 Tower-base bending loading measurement using strain gauge sensors.

The strain sensors are installed on an operating wind turbine, therefore, the calibration was
done with the rotor is almost facing north (0◦) with very low wind. The visual alignment
is used between the direction of sensors installation (NS, EW), the rotor facing north in the
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Figure 4.35 Wind speed time history over the measurement campaign period and its amplitude
histogram.

calibration phase and the north direction used as reference for wind direction measurement. This
means minimal deviations between the reference north directions used for sensor installation,
calibration and wind direction measurement are to be expected.

It is important to mention at this point that the installation location and the small dimensions of
the research wind turbine make it more responsive to turbulent wind loading when compared to
large wind turbines. This implies that the structural responses of the turbine are non-stationary,
therefore, the data should be collected at higher sampling rates in order to measure accurately
the signal’s peaks. Moreover, the non-stationariness should be taken into account when spectral
methods are used for fatigue analysis.

4.2.1.3 Wind Characteristics

The amplitude distribution of the wind speed over the campaign period is illustrated in fig. 4.35.
Unlike the amplitude distribution of the simulated wind profile which is more likely to be Gaus-
sian, the measured wind speed amplitude is more likely to follow Weibull distribution. Most
of the measured wind intensity is located at the wind speeds below 5 m

s . Fig. 4.35 shows in
addition to the amplitude histogram, the fitted Weibull distribution. Furthermore, the maxi-
mum measured wind speed was for short time more than 20 m

s and the turbine kept operating
at these conditions.

The wind speed distribution with the direction, or what is known as the wind-rose, is shown in
fig. 4.36. It is clear from the wind-rose that most of the significant wind (wind speed higher than
the cut-in wind speed of 4 m

s ) during the measurement campaign are coming from the East-
South-East (ESE, 120◦) direction and to less degree from the West-South-West (WSW, 270◦)
direction. The constant change of wind direction leads to a constant change of rotor direction.
As the centre of gravity of the rotor is not located at the tower vertical axis, the change of rotor
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Figure 4.36 Wind speed rose.

direction leads to a change in the mean value of the measured strain at tower-base due to the
static loading of the tower. This effect was minimal in the simulation data as the simulations
have considered constant wind direction and the rotor direction is kept constant.

4.2.2 Structural Loading Characteristics

Tower-base is the most critical location of the tower as the highest bending stresses are occurring
there. An example of the structural response is given in fig. 4.37. Two main natural frequencies
of the tower could be easily identified. These two frequencies are related to the tower first mode
in East-West fT1ew = 2.14Hz and North-South fT1ns = 2.62Hz directions. Furthermore, the
tower response is mainly dominated by the wind loading in the lower frequency range (less
than 0.5Hz); and the amplitude distribution in both measurement directions is far from having
Gaussian characteristics.

The maximum measured bending stress is less than 50MPa which correspond to a wind speed
up to 21 m

s . This maximum recorded bending stress is considerably smaller than the yield
strength and the ultimate tensile strength of the construction steel given by Sy = 235MPa and
Su = 360MPa, respectively. This implies a safety factor of more than four, however, this does
not give a clear idea about the tower fatigue life.
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Figure 4.37 Structural loading characteristics.

The loading history illustrated in fig. 4.37 shows a non-stationary loading resulting from the
continuous change in the mean value. Furthermore, the amplitude distribution in both directions
is far from the normal distribution. By taking a closer look at the skewness-kurtosis scatter plot
shown in fig. 4.38 for the North-South direction and in fig. 4.39 for the East-West direction, it
is possible to see similar scatter pattern. In this pattern the skewness ranges between ±3 and
kurtosis between 2 and 14.

The amplitude-mean cycle count histogram in both directions is also presented in fig. 4.40 for
the North-South direction and in fig. 4.41 for the East-West direction. Both histograms show
high number of cycles with small amplitudes and a few cycles with large amplitudes.

4.2.3 Fatigue Analysis

Fatigue analysis is curried out on both loading directions (as uni-axial loading case). However,
as most of the effective wind speed is in the East-West direction (see fig. 4.36), only the results
of the fatigue analysis is this direction are mainly presented in this thesis. The measured loading
in the North-South direction shares similar loading characteristics to the East-West direction,
however, with less amplitude, therefore, it is regarded as less critical.

The collected measurements are divided into data blocks each of one hour duration. Each
data block contains the tower-base measured strain in North-South (NS) and East-West (EW)
directions, wind speed, wind direction in addition to rotor speed. Tower-base measurements are
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Figure 4.38 Skewness-kurtosis scatter
plot of tower-base North-
South loading.

Figure 4.39 Skewness-kurtosis scatter
plot of tower-base East-West
loading.

Figure 4.40 Amplitude-mean histogram
of tower-base North-South
bending stress.

Figure 4.41 Amplitude-mean histogram
of tower-base East-West
bending stress.

used for fatigue analysis. As the East-West direction is the most loaded one, it is considered
as the most critical direction and fatigue analysis is carried out using the uni-axial loading
assumption.

Before starting fatigue analysis, the tower-base stress is calculated from the measured strain as
explained in sec. 2.3.2, then the calculated stress is filtered using a low-pass filter with cut-off
frequency equals to 30Hz. The filter cut-off frequency is chosen to be 10 times higher than the
tower first natural frequency. Therefore, the low-pass filter will not affect the most significant
structural response at frequencies below 5Hz, however, it removes the high-frequency cycles
with small amplitude. This will make the rainflow counting algorithm works faster.

The filtered stress signals are then de-trended to extract the deterministic trend in addition to
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the stochastic component. This step is done with the help of the moving average trend estimator
(MATE) explained in sec. 2.8.1. The time window used for MATE is set to tMATE = 12 s.
This window is found to give a good compromise between isolating the effect of loading mean
value and the stochastic loading. Unlike the stochastic component which could be considered a
quasi stationary time-series with symmetric amplitude distribution, the estimated deterministic
component is non-stationary and its amplitude distribution has no particular pattern. Fatigue
damage estimation is then done according to the “De-trending&PbP” approach explained in
sec. 2.9. Furthermore, time domain estimation of fatigue damage using the rainflow cycle
counting algorithm is also curried out and used as reference to evaluate the performance of the
spectral-based methods.

4.2.3.1 Fatigue Damage Estimation Using Measured Loading

In order to evaluate the performance of the spectral methods, the fact that the measured stress
is non-stationary and non-Gaussian is ignored for the moment and various spectral methods
combined with the Gaussian approach are used for fatigue analysis. Normalizing the fatigue
damage calculated using spectral methods Dkm by the fatigue damage calculated using the
rainflow counting algorithm DRFCm , the normalised fatigue damage index is obtained

ηkm = Dkm
DRFCm

(4.2)

for each data block and each spectral method k. Fig. 4.42 shows the probability density function
(PDF) of ηkm for different spectral methods. From this figure, it is clear that the Empirical α0.75

and the Bands methods have similar performance with high probability of delivering similar
results to the reference time-domain method. However, their results scatter between 0.5 up till
2 which means for some data blocks the estimation results can’t be trusted. Similar behaviour is
seen by the Single-Moment method with a PDF peak shifted to 0.8. On the contrary, the Tovo-
Benasciutti and the Dirlik methods give a scattering conservative fatigue damage estimations,
therefore, their results are not accurate.

The probability of obtaining good fatigue damage estimation from the Empirical α0.75 and
Bands methods is 74 % and 73 %, respectively; while the probability of obtaining an acceptable
damage estimation of these two methods is 88 % each. The tolerances used for good and
acceptable classifications are updated for this turbine and are given in tab. 4.8. The reason for
this update is explained in the next section.

It is clear at this point that the direct use of the spectral methods for fatigue damage analysis of
non-stationary, non-Gaussian loading violates the basic assumptions of the related theory which
explains the scattered results. Therefore, fatigue damage analysis of the tower base bending
stress is carried out using the “De-trending&PbP” approach.
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Figure 4.42 Probability density function of the normalised fatigue damage index for fatigue
damage estimation from the measured tower base bending stress in the East-West
direction using different spectral methods.

4.2.3.2 Deterministic and Stochastic Loading Components

The deterministic component is obtained by filtering the stress measurement using a moving
average filter with 12 s window width, while the stochastic one is the difference between the
measured loading and the deterministic component. The contribution of each component in the
total fatigue damage could be estimated with the help of the time-domain method and using
as a reference the fatigue damage estimation of the measured stress DRFCm . Using the rainflow
counting, fatigue damage resulting from the deterministic component DRFCd and that from the
stochastic component DRFCs are calculated. The overall fatigue damage is then estimated with
the help of the Projection-by-Projection formula. Using the estimated fatigue damage, the
following normalised indices

ηRFCd = D
RFC
d

DRFCm

(4.3)

ηRFCs = D
RFC
s

DRFCm

(4.4)

ηRFCPbP = D
RFC
PbP

DRFCm

(4.5)

could be obtained for the deterministic, stochastic components and overall fatigue damage,
respectively. Theoretically, ηRFCPbP should be equal to unity, that is to say, the Projection-by-
Projection formula would deliver the same result obtained by the rainflow counting method
applied to the measured stress. Furthermore, ηRFCd and ηRFCs values range between zero and
unity and they represent the contribution of the corresponding component to the total fatigue
damage. By calculating these indices over all data-blocks, fig. 4.43 is obtained. It is clear from
this figure that the deterministic component contribution to the total fatigue doesn’t exceeds
25 % while the contribution of the stochastic component scatters between 40 % to 80 %. The
calculated overall damage using the PbP formula is between 80 % and 110 % which is a good
result if the main assumption of the PbP formula of uncorrelated loading components is taken
into account.
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Figure 4.43 The probability density function of normalised fatigue damage of the estimated
deterministic (left) and stochastic (middle) components, in addition to the
normalised fatigue damage calculated using the Project-by-Projection formula
(right).

In order to check the validity of this assumption, the cross-correlation coefficients between the
deterministic and stochastic time-series are calculated for all data-blocks. Similarly, the cross-
correlation coefficients between the PSD of the deterministic and stochastic components are also
calculated for all data-blocks. Fig. 4.44 summaries the obtained results in terms of PDF of the
correlation coefficients. It is clear that the determinist and stochastic components are almost
not correlated in frequency domain (almost all coefficients are less than 0.1) which satisfies
the basic assumption of the Projection-by-Projection formula. However, the cross-correlation
coefficients in of time-domain signals indicate week correlation. This is due to the fact that
the turbulence intensity of the wind depends on the mean wind speed. This weak correlation
introduces an error in the estimated overall fatigue damage calculated using the PbP formula.

Figure 4.44 The correlation coefficient between the deterministic and stochastic time-series
components (left) and the correlation coefficient between the PSD of the deter-
ministic and stochastic components (right).

Based on the performance of the PbP formula, the overall performance of the spectral methods
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Table 4.8 Classification of obtained fatigue damage estimation results
Classification Tolerance η range Meaning

Good ±20 % 0.80 ≤ η ≤ 1.20 Spectral fatigue damage estimation gives close
(within the given ±20 % tolerance) result to
the time domain fatigue damage estimation.

Acceptable ±30 % 0.70 ≤ η ≤ 1.30 Spectral fatigue damage estimation gives
acceptable (within the given ±30 % tolerance)
results comparing to the time domain fatigue

damage estimation.
Not

acceptable
otherwise otherwise Spectral fatigue damage estimation deviates

far from the results in the time domain.

is classified into good, acceptable and not-acceptable one as explained in tab. 4.8. This classifi-
cation is similar to that used with simulation data-set, however the tolerance is increased from
±10 % to ±20 % for good estimation, and from ±20 % to ±30 % for acceptable estimation. The
reason behind this increased tolerance is to take into account the error presented by the PbP
formula as shown in fig. 4.43.

4.2.3.3 Fatigue Damage Caused by Deterministic Component

The characteristics of the deterministic component makes fatigue analysis using rainflow count-
ing the only possible option to estimate the fatigue damage resulting from this component. As
shown in fig. 4.43, the fatigue damage contribution of this component is less than 25 %, and is
basically resulting from the few cycles with large amplitude generated by the change of mean
wind speed and the change of wind direction that leads to changing the nacelle direction.

4.2.3.4 Fatigue Damage Resulting from the Stochastic Component

The stochastic component is quasi-stationary with zero mean value and variance that doesn’t
change dramatically. The amplitude distribution of this component is symmetric, however, more
peaky than Gaussian (leptokurtic) as it is clear from fig. 4.45. By using the spectral methods
with the presented Gaussian, corrected Gaussian and transformed Gaussian model approaches
to estimate the fatigue damage resulting from the stochastic component Dks ; then normalizing
it with that calculated using the rainflow counting algorithm DRFCs , the normalised fatigue
damage index ηks is obtained where

ηks = Dks
DRFCs

(4.6)

and k corresponds to the used spectral method. The Gaussian approach is the only approach
at this point that gives reasonable fatigue damage estimations as shown in fig. 4.46. The
corrected Gaussian approach tends to give very conservative estimations with ηs > 1.5 (results
not shown) and the transformed Gaussian approach has failed to estimate the transformation
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Figure 4.45 Skewness-kurtosis scatter plot of stochastic component.

Figure 4.46 Normalised fatigue damage estimation of stochastic component using the Gaus-
sian approach.

function G ( · ) and its inverse due to constraints related to the skewness and kurtosis values
(fig. 4.45). The obtained results from the Gaussian approach (fig. 4.46) shows that good results
could be obtained using Tovo-Benasciutti second method in addition to Dirlik Method. In fact
all spectral methods tend to give coherent estimations (within a small range) at certain values of
ηs that is different from unity. For example, the Empirical ηα0.75

s method gives ηα0.75
s ∈ [0.5, 0.9]

with peak at ηα0.75 = 0.78. Similar performance is also obtained by the Single-Moment method
and with small shift to the left by the Bands-Method.

4.2.3.5 Fatigue Damage Estimation Using “De-trending&PbP”

Using the “De-trending&PbP” with different spectral methods, it is found that the Gaussian
approach is the only approach that is able to deliver acceptable fatigue damage estimation.
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Figure 4.47 Normalised fatigue damage estimation obtained from “De-trending&PbP”.

While the corrected Gaussian approach tends to give very conservative estimations and the
transformed Gaussian approach failed in many data-sets to estimate the transformation function
and its inverse.

Fig. 4.47 illustrates the PDF of the normalised fatigue damage index for different spectral
methods used along with the Gaussian approach calculated using

ηkPbP = D
k
PbP

DRFCm

(4.7)

with k corresponds to the used spectral method, DkPbP is the total fatigue damage estimated
using the Projection-by-Projection formula and the k spectral method. Finally, DRFCm is the
reference fatigue damage estimated from the measured loading using the rainflow counting
method.

A direct result obtained from the use of the “De-trending&PbP” is the coherent fatigue dam-
age estimations of all spectral methods. This is clear to identify by comparing fig. 4.47 and
fig. 4.42. Similar results are obtained from the Single-Moment, the Empirical α0.75 and the
Bands-Methods with ηkPbP ∈ [0.5, 1.0] and PDF peak at ηkPbP ≈ 0.7. Furthermore, the Tovo-
Benasciutti second method and the Dirlik Method have ηkPbP ∈ [0.7, 1.1] with the PDF peak at
ηkPbP ≈ 0.9. Finally, the Tovo-Benasciutti first method still gives more scattering estimations
with ηTB1

PbP ∈ [0.9, 1.6] and PDF peak at ηTB1
PbP ≈ 1.1.

Using the limits illustrated in tab. 4.8, it is possible to estimate the good and acceptable fatigue
damage estimations of the measured loading and “De-trending&PbP”, each for different spectral
methods. Fig. 4.48 shows the obtained results (results are normalised by the fatigue damage
estimated using rainflow counting applied to the measured loading). The direct application of
spectral methods for fatigue damage estimation (fig. 4.48-left) shows that the Empirical α0.75

and the Bands methods have a 74 % and 73 % chance of giving good estimations, respectively.
And the probability of giving acceptable estimations goes up to 88 % for both methods. All
other spectral methods covered by this work failed to give any reasonable estimations in this
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Figure 4.48 Probability of good and acceptable fatigue damage estimation obtained form the
direct use of the measured loading and the proposed “De-trending&PbP” strategy
using different spectral methods.

case.

On the other hand, the use of the “De-trending&PbP” (fig. 4.48) strategy improves the prob-
ability of good and acceptable estimations of the 2nd Tovo-Benasciutti method to 82 % and
95 %, respectively. Similar improved good estimation results are obtained from the 1st Tovo-
Benasciutti and the Dirlik methods with probabilities of 71 % and 70 %, respectively; while the
acceptable estimations of these two methods go up to 84 % of the first one and up to 93 % of the
Dirlik method. Furthermore, the fatigue results obtained using the Empirical α0.75 method ac-
cording to the proposed strategy are far worse from that obtained by direct use of the Gaussian
approach.

4.2.3.6 Accumulative Fatigue Damage

Monitoring the development of the fatigue damage over time is an important aspect of fatigue
failure prediction. The accumulated fatigue damage is calculated using the estimated fatigue
damage per each data-block Di as per following

D̃ =
∑
i

Di. (4.8)

Four accumulative fatigue damage estimations are shown in fig. 4.49. The first one is the accu-
mulative fatigue damage estimated by the rainflow counting algorithm applied to the measured
loading D̃RFCm . The second is the accumulative fatigue damage estimated by the rainflow count-
ing algorithm applied to the deterministic component D̃RFCd . The third is the accumulative fa-
tigue damage estimated by either the rainflow counting or a spectral fatigue damage estimation
method applied to the stochastic component D̃ks . Finally, the fourth line represents the accumu-
lative fatigue damage estimated using the “De-trending&PbP” approach D̃kPbP . Three different
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(a) (b)

(c) (d)

Figure 4.49 Comparison of the accumulative fatigue damage estimated using the rain flow
counting algorithm and the De-trending&PbP approach.

spectral methods are considered at this point. This is based on the results obtained from the
previous section. The first spectral method is the Empirical α0.75 method (k = α0.75), which
shares the similar behaviour with the Single-Moment and the Bands methods. The second spec-
tral method is the 2nd Tovo-Benasciutti method (k = TB2) and finally the last spectral method
is the Dirlik method (k = DR). In addition to the three spectral methods, the accumulative
fatigue damage estimated using the rainflow cycle counting in time domain is also presented
(k = RFC).

A comparison of the accumulated fatigue damage estimated using the rainflow counting algo-
rithm and the De-trending&PbP approach is illustrated in fig. 4.49a. Four different fatigue
damage estimation methods are used along with the De-trending&PbP approach. The first
one (fig 4.49a) uses the rainflow counting algorithm for estimating the fatigue damage of the
stochastic and deterministic components. The total estimate fatigue damage using the De-
trending&PbP approach D̃RFCPbP is then compared to the reference estimation D̃RFCm obtained
by direct use of the rainflow counting algorithm applied to the measured stress. This figure
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Figure 4.50 Accumulative fatigue damage estimated from the stochastic component using dif-
ferent estimation methods.

shows comparable estimation of the De-trending&PbP approach to the reference estimation
over time. On the other hand, the use of the Empirical α0.75 (fig. 4.49b), Tovo-Benasciutti
second method (fig. 4.49c) and Dirlik method (fig. 4.49d) for fatigue damage estimation of the
stochastic component result to an overall accumulated fatigue damage in each case, D̃α0.75

PbP ,
D̃TB2
PbP and D̃DRPbP that deviates over time from the reference value D̃RFCm . This is due to the

fatigue damage estimation error presented by the use of the spectral methods.

However, an interesting result could be obtained at this point by comparing the dynamic changes
of the accumulated fatigue damage resulted from the stochastic component D̃ks to each other
and to the reference D̃RFCm one. It is clear that the accumulated fatigue damage estimated
from the stochastic component D̃ks follows similar trend regardless of the used method (fig. 4.50
-left). By normalizing the estimated accumulative fatigue damage resulted from the stochastic
components to the reference one D̃RFCm (fig. 4.50-right) using

η̃ks = D̃ks
D̃RFCm

, k ∈ {RFC, α0.75, TB2, DR}, (4.9)

it is possible to confirm the previous conclusion. Furthermore, it is possible to conclude that the
accumulated fatigue damage obtained from the stochastic component has the same dynamics
as the reference one D̃RFCm . That is to say, it is possible to use the fatigue damage from the
stochastic component for monitoring purposes as the dynamic change of the estimated fatigue
damage is mostly captured through the stochastic component. The difference between the lines
in (fig. 4.50-right) could be seen as a difference in sensitivity of the used spectral method.

4.2.4 Structural Health Monitoring Using Comparative Sensor Data
Approach

The traditional method in fatigue damage detection is to compare the accumulative fatigue
damage estimated over time D̃ with a set critical value Dcr on which the failure is assumed
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to occur. In this method, the system is considered healthy as long as D̃ < Dcr. The main
advantage of this method is its simplicity in addition to its ability to avoid system failure due to
fatigue. However, it is not clear how the critical fatigue damage limit Dcr is to be chosen. It has
been found by [Sutherland, 1999] of example that failure in wind turbine occurs for values of
Dcr = 0.79, . . . , 1.53. This large span of Dcr makes the use of the lower value very conservative
and impractical. While the use of higher value of Dcr is possible at the cost of increased risk of
turbine failure due to fatigue.

It is possible to overcome the limits of the traditional method by developing a better fatigue
damage detection approach based on monitoring the estimated fatigue damage at pre-defined
time period against a reference value. This reference value might be for example the standard
deviation of the wind speed calculated during the same pre-defined time period. The basic idea
behind this monitoring approach is explained in sec. 2.10.

By plotting the logarithm of the fatigue damage per each data-block estimated from the mea-
sured stress using rainflow counting, and the fatigue damage estimated from the stochastic
component using the rainflow counting and the Tovo-Benasciutti second method, all against
the logarithm of the standard deviation of the measured wind speed (see eq. 2.198), fig. 4.51
is obtained. Linear regression is used to estimated the linear relation, which is plotted as a
continues black line. Furthermore, if a tolerance δ is defined, this tolerance represents the dis-
tance from the estimated linear regression line, two parallel lines are obtained (dashed lines).
All points located between these two dashed lines have a distance from the linear regression
line less than δ. The direct relation between the logarithm of fatigue damage and the logarithm
of the wind speed is clear to identify from Fig. 4.51. The scatter around the linear regression
line is related to different factors. One of these factors is that the developed direct relation
presented in eq. 2.198 uses the relative wind speed, which is the difference between the wind
speed and the rotor disk speed, while fig. 4.51 uses the measured wind speed while the rotor
disk speed is ignored.

Similar scatter pattern is observed in fig. 4.51 for the three cases: fatigue damage estimated from
the measured loading using the rainflow counting DRFCm , fatigue damage estimated from the
stochastic component using the rainflow counting DRFCs and fatigue damage is estimated from
the stochastic component using the 2nd Tovo-Benasciutti method DTB2

s . All the three cases
have the same linear regression and all the points scatter within the pre-defined distance ±δ
from the linear regression line. This means that the fatigue failure detection could be done
using the stochastic component only and that the spectral methods would give similar results
to the time-domain method.

The fatigue damage detection procedure is done in two steps, the first one is to establish a



4.2. Fatigue Analysis of Small Wind Turbine 143

Figure 4.51 Scatter plot of the standard deviation of the wind speed versus the calculated
fatigue damage using rainflow counting. Fatigue damage using rainflow counting
is calculated for the measured stress in addition to the stochastic component
while 2nd method of Tovo-Benasciutti is used to estimate fatigue damage of the
stochastic component.

reference scatter, where the system is considered as healthy. In this step, the linear regression
line is estimated and the tolerance δ is defined. The second step is to classify the distance of the
acquired new point from the linear regression line, either is it located within the set tolerance
δ or outside it. In the later case, this means a change in the system that should be further
investigated.

4.2.5 Discussion and Conclusion

Fatigue analysis of operational tower loading of a small wind turbine have been addressed in this
section. Due to the small dimensions of the turbine and the installation location, the turbine is
more subject to turbulent wind loading. This makes the loading far from being stationary.

The direct fatigue analysis of the tower loading using spectral methods demonstrate the limi-
tations of the obtained results due to the violation of the main assumptions of the basic theory.
However, fatigue analysis using the proposed “de-trending&PbP” strategy has demonstrated
the potentials of the spectral methods. The obtained results using the proposed strategy with
different spectral methods are comparable to that obtained using the time-domain cycle count-
ing. The best fatigue damage estimation is obtained by the 2nd Tovo-Benasciutti method and
to less accuracy by the 1st Tovo-Benasciutti and Dirlik methods. These results are much better
than that obtained by the Empirical α0.75 and Bands methods applied directly to the measured
loading and combined by the Gaussian approach.

The corrected Gaussian and the transformed Gaussian model approaches failed to improve the
fatigue damage estimation results. This is mainly related to the fact that the corrected Gaussian
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approach depends on a correction factor that is developed only using simulation data-sets, while
the transformed Gaussian models has limitations related to the skewness and the kurtosis the
prevents building the transformation function. The limitation of both methods in dealing with
the non-Gaussian loading case reveals the need for further research on this topic.

Fatigue damage caused by the deterministic component roughly contributes less than 25 % of the
total fatigue damage while the rest is caused by the stochastic component. The deterministic
component is basically related to the change of relative mean wind speed and its direction.
The contribution of this component in the total fatigue damage could be limited using passive
or active measures. However, there is an upper limit to the fatigue reduction that could be
obtained from these measures. To achieve more reduction in the fatigue loading, the measures
should be able to reduce the stochastic loading component.

Estimated fatigue damage from the stochastic component follow the same trend of fatigue
estimated using the cycle-counting in time domain. This opens the possibility of using the
spectral fatigue damage of the stochastic component for fatigue damage detection purposes. If
the estimated fatigue is compared to a reference value that represents the input loading such as
the standard deviation of the mean wind speed, it is possible to detect any structural change
or damage in the system.
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4.3 Fatigue Analysis of Utility Scale Wind Turbine

Utility scale wind turbines have large rotor diameter and high towers with average capacity of
2.5MW − 3MW . The large rotor disk and the high tower decreases the turbine sensitivity to
turbulent wind, and thereby, the turbine structure would behave as a low-pass filter, unlike the
previously studied small wind turbine which is more sensitive to turbulent wind. However, the
increased turbine dimensions present another sources of loading such as the turbine sensitivity
to the change of wind speed with height (vertical shear).

In this section, a one day tower loading measurements of a research wind turbine with rated
power of 500 kW are used for fatigue damage analysis using time and frequency domain methods.
The main objective is to estimated the effectivity of the fatigue damage estimation using spectral
methods, either by direct use of the measurement, or using the proposed “de-trending&PbP”
strategy. Furthermore, to discuss the potentials of using spectral methods in fatigue monitoring.

Figure 4.52 Research wind turbine
(Source: [Lachmann, 2014])

Table 4.9 Research wind turbine properties
(Source: [Lachmann, 2014])

Rated power 500 kW
Tower type Enercon E40
Tower height 63m
Hub height 65m
Number of blades 3
Blade length 19.13m
Rotor diameter 40m
Rotor speed 18− 36 rpm
Cut-in wind speed 2.5 m

s

Rated wind speed 12 m
s

Cut-off wind speed 25 m
s

Tower material Steel
Construction year 1997

4.3.1 Research Wind Turbine

The research wind turbine is an Enercon E40− 500 kW (fig. 4.52) that is located in Dortmund
and equipped with a Structural Health Monitoring (SHM) system that is developed by [Lach-
mann, 2014]. The SHM system consists of a set of nine accelerometers distributed along the
tower and the concrete foundation, a set of six displacement sensors mounted on the inner side
of the tower and distributed on two levels (three sensors at each level at 120◦ configuration) in
addition to that, temperature sensors are installed next to each displacement sensor to capture
any temperature changes that can affect the strain measurement. Other temperature sensors
are also installed in both inner-side and outer-side of the tower. Wind speed and wind direc-
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Figure 4.53 Wind Rose

tion are monitored using an ultrasonic anemometer located at 13m height nearby the tower, in
addition to that the operating conditions of the turbine are also recorded, this includes wind
speed measured by the anemometer located at the top of the tower, generator power output,
rotor speed, nacelle direction and blade pitch angle.

The used data for fatigue analysis is limited to the recorded measurements on 08.06.2010. The
data-set is a 24 hour measurement of the previously mentioned SHM sensors in addition to the
operating conditions of the wind turbine. The data are arranged in data-blocks each of one
hour duration. This means that the data-set contains 24 data-blocks. The sampling frequency
depends on the recorded signal. While the strain sensors in both levels, turbine operating
conditions in addition to the ultrasonic wind measurements are recorded at 100Hz sampling
rate, the temperature measurements are recorded at 1Hz sampling rate.

4.3.2 Wind Characteristics and Operating Conditions

The turbine is subject to south wind in the considered data-set as it is clear from the wind rose
shown in fig. 4.53. By taking a closer look at the wind speed development with time as recorded
by the anemometer on top of the tower (fig. 4.54), it is possible to see that the turbine is subject
to wind speed less than 6 m

s . However, higher wind activities up to 12 m
s between 12:00 o’clock

and 17:00 o’clock and later before midnight are also available. The lower wind speed below 6 m
s

will result to a generated power less than 80 kW . At these lower wind speeds, the turbine has
been subject to many start-stop cycles, such as the two cycles between 03:00 and 04:00 o’clock
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and the repeated tries to start the turbine between 16:00 and 19:00 o’clock. These start-stop
cycles present high transient loads on the tower.

Fig. 4.54 shows also the tower stress s5 measured at the lower strain measurement level at
about 21m high in the south direction which corresponds to the main wind speed direction.
The effect of the start-stop cycles between 03:00 and 04:00 o’clock are clearly recognised in the
stress loading. However, the effect of the start-stop cycles between 16:00 and 19:00 o’clock is
not that clear in the stress s5 loading history due to two main reasons, the first one is that the
turbine is shot down for some time and the start-sop cycles are not close to each others, secondly,
the nacelle direction (rotor azimuth plot) is changed to follow the change of wind direction at
this time period, which will reduce the stress component measured by s5 but increases it at the
other directions.

Figure 4.54 Operating conditions of research wind turbine



148 Chapter 4. Applications of Fatigue Damage Analysis

4.3.3 Tower Loading Measurements

As mentioned before, the tower loading is measured using displacement sensors located at two
different levels on the tower, the lower level is located at about 21m height and the second
measurement level is located at about 42m height. At each level, three displacement sensors
with 120◦ configuration are placed on the inner side of the tower. At the higher level these
sensors are called w1, w2 and w3, and the lower level the sensors are called w4, w5 and w6.

Fatigue analysis is limited only to the measurement obtained from sensor w5 located at the
lower level and in the south direction. The main reason that motivates this choice is the high
tower loading measured at this level; furthermore, due to the fact that most of the wind are
coming from the south direction (see fig. 4.53), the tower will be subject to high bending forces
in the south-north direction.

A temperature compensation of the measured displacement is done similar way to [Lachmann,
2014]. Then, the corrected sensor displacement is divided by sensor length to obtain the strain
εi and the bending stress si is obtained using the Young’s modulus of the steel E = 210GPa.

4.3.4 Tower Loading Characteristics

The first tower bending natural frequency of the research wind turbine is about 0.37Hz. If this
natural frequency is compared to the natural frequency of the tower of the small wind turbine
at the University of Siegen for the same bending mode which is equal to 2.7Hz, it is possible
to conclude that the research wind turbine has slower dynamics, therefore, the filtering window
should be increased accordingly with similar factor between the natural frequencies. Based
on this, the moving average filter window is increased from TMATE = 12 s for the small wind
turbine to TMATE = 75 s for fatigue analysis of the research wind turbine.

Fig. 4.55 shows the bending stress loading s5 in addition to the extracted deterministic and
stochastic components using a moving average filter with TMATE = 75 s window length. The
tower bending natural frequency could be easily identified from the corresponding power spec-
tral density of the calculated stress s5. The amplitude distribution of the measured stress
doesn’t enjoy normal distribution characteristics, however, the stochastic component enjoy a
symmetrical amplitude distribution with kurtosis larger than three.

The data-set used in fatigue analysis is built by dividing the stress time history into blocks
each of one hour duration. By plotting the skewness-kurtosis scattering, fig. 4.56 is obtained.
Comparing this scattering to that obtained from the small wind turbine (fig. 4.38 and fig. 4.39)
shows that the research wind turbine has more coherent skewness-kurtosis scatter with skewness
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Figure 4.56 Skewness-kurtosis scatter plot of tower stress s5.

limited to ±1 and kurtosis that ranges between 1.5 and 5. This scatter is even more coherent
when compared to that of the stochastic component of tower loading of small wind turbine
(fig. 4.45). This means that the loading over the research wind turbine tower is more close to
the normal distribution than that of the small wind turbine.

4.3.5 Fatigue Analysis

The first step in fatigue analysis is checking the usability of the Projection-by-Projection for-
mula. By employing the rainflow counting algorithm to estimate fatigue damage of the stochastic
component DRFCs and the deterministic component DRFCd , it is possible to calculate the total
fatigue damage using the Projection-by-Projection formula DRFCPbP . Normalizing the estimated
fatigue damages by the fatigue damage of the loading time history DRFCm , the following nor-
malised fatigue damage indices ηRFCs , ηRFCd and ηRFCPbP are obtained. Fig. 4.57 shows the PDF
of the normalised fatigue damage indices for the considered data-set. This figure demonstrates
that the contribution of the deterministic component in the total fatigue damage is below 25%
with high probability to be close to zero. On the contrary, the stochastic component is more
representative to the measured loading in terms of fatigue cycles. The Projection-by-Projection
formula gives almost identical results (ηRFCPbP ≈ 1) to the obtained fatigue damage by direct use
of the rainflow counting algorithm.

Recalling that the main assumption for the use of the Projection-by-Projection formula is a
zero cross-correlation between the deterministic and the stochastic components. By calculating
this cross-correlation between the two signals using both time-series and both PSDs, the PDFs
presented in fig. 4.58 are obtained. These results show clear non-correlation between the two
components.
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Figure 4.57 Probability density function of normalised fatigue damage of the estimated deter-
ministic (left) and stochastic (middle) components, in addition to the normalised
fatigue damage calculated using the Project-by-Projection formula (right).

Figure 4.58 Correlation coefficient between the deterministic and stochastic time-series com-
ponents (left) and the correlation coefficient between the PSD of the deterministic
and stochastic components (right).

The second step in fatigue analysis is to evaluate the effectivity of the proposed “de-trending&PbP”
method to estimate fatigue damage using the measured loading as reported for example by [Ra-
gan et al., 2007] and [Arany et al., 2014]. Fig. 4.59 shows in the upper row the PDF of the
normalised fatigue damage index of fatigue damage estimation using spectral methods applied to
the measured loading history ηkm, k = {SM, α0.75, TB2, DR, BM}; while the lower row in the
figure shows the PDF of the normalised fatigue damage calculated using the “de-trending&PbP”
strategy for the same spectral methods ηkPbP . Both cases consider the single-moment (SM), The
Empirical α0.75, 2nd Tovo-Benasciutti (TB2), Dirlik (DR) and the Bands-methods (BM).

The direct use of the spectral methods give a scattering damage estimations which are in some
cases very conservative. This large scattering makes the directed use of spectral methods less
useful. On the contrary, fatigue analysis using the proposed strategy (results in the lower
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Figure 4.59 Normalised fatigue damage estimation ηm and ηPbP for TMATE = 75 s

row in fig. 4.59) gives more coherent results with normalised fatigue damage indices close to
unity. While the Single-Moment method tends to be less conservative with normalised damage
index ηSMPbP ∈ [0.6, 1.1], a slightly better result is obtained using the Bands method with similar
range of the normalised damage index ηBMPbP . The results obtained by the Dirlik method and
the Tovo-Benasciutti second method are similar with corresponding normalised damage index
ranges between 0.7 and 1.5. Finally, the best result is obtained by the Empirical α0.75 method
with ηα0.75

PbP ∈ [0.9, 1.4].

In all these methods, two separated data-blocks are clearly to be identified, one data-block with
normalised damage index value close to zero and one data-block with normalised damage index
far to the right (more than 1.5). By farther inspection of the time history of these data-blocks,
it is found that they correspond to a repetitive start-stop cycles at lower wind speeds. For
example, the data-block that correspond to the normalised fatigue damage index close to zero
represents the measured loading between 03:00 and 04:00 o’clock. The stochastic component
of the loading history is illustrated in fig. 4.60-left, where two consecutive start-stop cycles are
clearly identified in the stochastic component. The introduced transient structural dynamics
due to these start-stop cycles result to non-stationary stochastic component. This means that
the spectral methods would give incorrect estimation of fatigue damage in this case. The same
could be seen at the measured loading between 17:00 and 18:00 o’clock (fig. 4.60-right) where
more than one start-stop cycles are presented in this data-block which will result into over
estimating the fatigue damage. The obtained conclusion at this point is that, the estimated
fatigue damage depends on the number of start-stop cycles presented in the data-block which
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will result either in an over or under estimation of the fatigue damage. This means that fatigue
damage estimation using spectral methods from data-blocks with start-stop cycles is far from
being accurate.

Figure 4.60 Stochastic component of measured loading with start-stop cycles

By considering the same categories for good and acceptable fatigue damage estimation used for
the small wind turbine (tab. 4.8), it is possible to calculate the probability of obtaining good and
acceptable estimations for both cases. The first case is for direct use of the spectral methods with
the measured loading for fatigue damage estimation, while the second case represents fatigue
damage estimation using the “de-trending&PbP” strategy. The obtained good and acceptable
probabilities of the normalised fatigue damage for both cases are illustrated in fig. 4.61. The
maximum probability of obtaining good and acceptable fatigue damage estimation in the first
case is 57 % and 74 %, respectively, which is obtained by using the Single-moment method, while
the other methods have considerably lower probabilities. These results look much better in the
second case, where all methods have 57 % to 74 % probabilities of obtaining good estimations
and 70 % to 87 % probabilities of acceptable estimations. Off course, due to the limited sample
size, these values should be seen as orientation values that might change if the sample size is
increased.

Though the results of the second case still far from being optimal, these results could be improved
by adjusting the moving average filtering window. By reducing the window to TMATE =
10 s, this leads to including more cycles into the deterministic component where their fatigue
damage effect is accurately estimated using the rainflow counting. At the same time, the
stochastic component is having more stable statistical parameters and accordingly becoming
more stationary which results in better fatigue damage estimation results from the stochastic
methods. At this short moving average filtering window, the probability of obtaining good
fatigue damage estimations increases to 79 % for the Single-Moment method (fig. 4.62-left)
and to 75 % for the Dirlik and the Bands-Methods. The most notable increase is the acceptable
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Figure 4.61 Probability of Good and Acceptable fatigue damage estimation using different
spectral methods. To the left using measured stress and to the right using
Projection-by-Projection formula. TMATE = 75 s
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Figure 4.62 Probability of Good and Acceptable fatigue damage estimation using differ-
ent moving average filtering windows. To the left TMATE = 10 s. To the
right TMATE = 120 s.

fatigue damage estimation which goes up to 96 % for the Single-Moment and the Bands-Methods
while it keeps its same level for the 2nd Tovo-Benasciutti and Dirlik methods.

On the contrary, if the length of the moving average filtering window is increased to TMATE =
120 s this will lead to less cycles being included in the deterministic component while the
statistical parameters of the stochastic component becomes less stable and this component
becomes less stationary. Therefore, the accuracy of fatigue damage estimations of the statistical
methods deteriorates and the overall estimation results tend to have less probabilities of having
good or acceptable fatigue damage estimations (fig. 4.62-right).

The obtained conclusion at this point is it that, the choice of the length of the moving average
filtering window affects the overall fatigue damage estimation results, while short windows are
preferred for less computational effort in signal de-trending, they will increase the dependency
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on fatigue damage estimation from the deterministic component calculated using the rainflow
counting which in its turn requires more calculation time and the overall results end to be close
to the time-domain fatigue damage estimations. On the contrary, employing longer moving
average filtering window increases the computational effort in signal de-trending and resulting
into simple deterministic component with less cycles and at the same time drive the stochastic
component far from being stationary. This will lead to the deterioration of the overall fatigue
damage estimation results using the spectral methods. The optimal filtering window depends
on the good understanding of the structural dynamic response.

Fig. 4.63 illustrates the calculated accumulative fatigue damage over all data-blocks using the
measured loading and the fatigue damage estimation in time domain D̃RFCm , the accumulative
fatigue damage estimation using the rainflow counting and the deterministic component D̃RFCd ,
the accumulative fatigue damage calculated using the stochastic component and the different
spectral methods D̃ks , k = {SM, α0.75, TB2, DR, BM}, the accumulative fatigue damage cal-
culated using the stochastic component and the rainflow counting method D̃RFCs and finally, the
overall fatigue damage from the deterministic and stochastic components using the Projection-
by-Projection formula D̃kPbP , k = {SM, α0.75, TB2, DR, BM}.

The first conclusion that could be obtained from fig. 4.63(a) is that the Projection-by-Projection
formula gives similar result to the rainflow cycle counting method. Furthermore, the fatigue
damage estimated using the rainflow counting and the stochastic component follow the same
trend of the overall fatigue damage. This means that the stochastic component could be used
for monitoring purposes and in combination with the deterministic component the total fa-
tigue damage could be calculated. The same conclusion could be extended to the use of
the spectral methods for fatigue damage estimation from the stochastic component and the
overall fatigue damage obtained using the Projection-by-Projection formula. However, the re-
sults depend on the used spectral method; while the Empirical α0.75 method tends to be con-
servative

(
Dα0.75
PbP ≥ DRFCm

)
, the other methods tend to be less conservative

(
DkPbP < DRFCm ,

k = {SM, DR, BM}). The only exception is presented by the 2nd Tovo-Benasciutti method
which seems to be the only method to capture through the stochastic component the increased
fatigue damage due to the high wind activity between 12:00 and 16:00 o’clock.

The second conclusion obtained from observing the accumulative fatigue damage is that the
deterministic component captures fatigue damage related to the change of the mean wind speed,
or in other words, the fatigue damage related to the change of loading mean value. This is clear
for example in the region between 00:00 and 12:00 o’clock where the turbine is subject to
low wind speeds with slowly changing mean value (see fig. 4.54 and 4.55), the same operating
condition is observed between 16:00 and 24:00 o’clock. In both regions the accumulated fatigue
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Figure 4.63 Accumulative fatigue damage using different estimation methods. TMATE = 75 s

damage estimated from the deterministic component is almost constant. The only change is
seen between 12:00 and 16:00 o’clock where the turbine was subject to highly turbulent wind
with wind speed reaching 12ms . The fatigue damage related to the change of mean value of the
turbulent wind is captured by the deterministic component, while the fatigue damage related
to the fluctuation of the wind loading about this mean value is captured effectively by the
stochastic component as it is clear from the figure.

4.3.6 A New Approach for Structural Health Monitoring

By using the illustrated SHM approach in sec. 2.10, it is possible to plot the scatter of the
estimated fatigue damage against the standard deviation of the measured wind speed as shown
in Fig. 4.64. This figure also illustrates the linear regression estimated from the data-set in
addition to a selected tolerance region. Due to the limited number of data blocks only 24 points
are presented in this scatter. This limited number of data blocks prevents deriving a conclusive
conclusion. However, it is possible to derive the following statements.

The first statement is derived from the positive inclination of the linear regression. This indicates
a direct relation between the standard deviation of the wind speed and the corresponding fatigue
damage. An increased deviation of the wind speed results into an increased fatigue damage.

The second statement is obtained from comparing closely the three scatter plots available in
Fig. 4.64. The one to the left represents the scatter of the fatigue damage directly estimated
from the measured loading using the rainflow counting. The middle plot represents the scatter



4.3. Fatigue Analysis of Utility Scale Wind Turbine 157

Figure 4.64 Scatter plot of the calculated fatigue damage using rainflow counting versus the
standard deviation of the wind speed. Fatigue damage using rainflow counting
is calculated for the measured stress in addition to the stochastic component
while 2nd method of Tovo-Benasciutti is used to estimate fatigue damage of the
stochastic component.

of the fatigue damage estimated from the stochastic component using also the rainflow cycle
counting. Finally to the right, the plot represents the scatter of the fatigue damage estimated
from the stochastic component using the 2nd Tovo-Benasciutti method. Similar scatter to
this final plot could be obtained using other spectral methods. All plots against the standard
deviation of the wind speed. A close comparison shows similar scatter pattern. This means
that the obtained scatter pattern using spectral methods from only the stochastic component
represents completely that obtained from the measured loading using the standard time-domain
approach.

The final statement is related to the scatter pattern itself. By observing it using the 2nd Tovo-
Benasciutti method. It is clear that most of the points are located within the chosen tolerance
region. Only three points are located out-side of this region. These points correspond to low
wind speed standard deviation with high estimated fatigue damage. The same three points
could be noticed in the other scatter plots. The inspection of the related time-series of these
points show that they correspond to the start-stop cycles of the turbine. These cycles result into
high fatigue damage estimations at lower wind speeds. These three points are clearly separated
from the other points in the scatter plot which make them easy to identify.

Plotting the scatter of the estimated fatigue damage per each data-block against the standard
deviation of the wind speed could be used for fatigue damage detection. A proper definition
of the tolerance region make the detection of any abnormality in the system/structure easy to
detect.
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4.3.7 Discussion and Conclusion

This section has discussed the use of the new “de-trending&PbP” strategy along with different
spectral methods in fatigue analysis of operating utility-scale wind turbine. Due to the nature
of the wind loading, only tower base bending measurement that corresponds to the main wind
direction is used for fatigue analysis. The window of the moving average filter has been adjusted
according to the dynamic response of the turbine.

Decomposing the measurement into a deterministic and stochastic components have been done
as first step. Then with the help of the rainflow cycle counting followed by the projection-by-
projection formula fatigue damage has been estimated. This primary fatigue analysis shows
that the estimated fatigue damage using the PbP formula is very close to that obtained by
direct cycle counting in time domain.

The second step has compared fatigue damage estimations obtained by the direct use of the
spectral methods using the Gaussian approach to that obtained using the “de-trending&PbP”
strategy. This comparison demonstrates that the proposed method has improved dramatically
spectral fatigue damage estimations in comparison to the time domain cycle counting.

This comparison has also shown a few data blocks that scatter too far from the distribution
centre. By taking a closer look at these data blocks, it is found that they correspond to
measurements with high transient dynamic response due to successive start-stop cycles of the
turbine. These transient dynamic responses have been included in the stochastic component
which make the corresponding stochastic data-block far from being stationary. These resulted
into a violation of the basic assumption of the theory of the stochastic methods, thus the faulty
estimation of the fatigue damage from these data-blocks. Such transient dynamic response put
hard constraints on the use of the proposed “de-trending&PbP” strategy. A simple solution is
to classify such data-blocks in a separate group, which is easy to achieve using the standard
turbine operational measurements. Fatigue analysis of this separate group is to be achieved
using the standard rainflow cycle counting as it is the only available method that can handle
such transient loading effectively.

The estimated stochastic components have a symmetric amplitude distribution with high kurto-
sis (too peaky distribution). Therefore, it is far from being Gaussian. The use of the corrected
Gaussian does not improve the results (results not shown); and the transformed Gaussian model
failed in most cases in estimating the transform function. However, in case it is possible to es-
timate it, the estimation results are close to that obtained from the Gaussian approach (results
not shown). This allows to conclude that the used methods aimed to handle the non-Gaussianity
of the loading failed to achieve that. This is due two main reasons. The first reason is related to
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the development of the corrected Gaussian method which is based only on simulated data and it
has never been tested with real measurements. The second reason is related to the transformed
Gaussian model which is basically developed to deal with loading from the waves which have
different characteristics when compared to wind loading. Basically, this difference could be seen
as the wind loading is more turbulent, thus the loading has higher kurtosis values which pre-
vented the calculation of the transfer function. This conclusion leaves the door open to develop
other methods that could take the non-Gaussianity of the loading into account during fatigue
damage analysis.

Using the “de-trending&PbP” strategy along with the Gaussian approach for fatigue damage
analysis shows that good estimations are obtained by the Single-Moment, Empirical α0.75, Tovo-
Benasciutti second method, Dirlik and Bands methods. with probability ranging between 57 %
and 74 % where the best performance is obtained using the Bands-method. These results depend
on the used window length of the moving average filter as this window controls the cycle contents
of the deterministic and stochastic components. To maintain the benefits of the spectral fatigue
analysis, the cycle contents of the deterministic component should be kept as low as possible.
This means increasing the window length of the moving average filter. However, this increase is
limited by two factors. The first one is the computational effort needed for signal decomposition
in case of long window of the filter while the second factor is related to the characteristics of
the stochastic component. Therefore, The optimal window length should be carefully chosen.

Comparing the accumulated fatigue damage estimated from different methods demonstrate
the good performance of the proposed “de-trending&PbP” strategy. Furthermore, spectral
fatigue damage estimated from the stochastic component follows the same trend as that of the
rainflow cycle counting. This clearly shows the potentials of using spectral methods for fatigue
monitoring.

This last conclusion has been confirmed by plotting the scatter of the estimated fatigue damage
from different methods against the standard deviation of the wind speed. The positive trend
confirm the direct relation between the estimated fatigue damage per each data-block and the
standard deviation of the wind speed for the same period. Furthermore, the blocks with high
dynamic response due to the start-stop cycles are also clear to identify as they form a clearly
separated group from the rest of the scatter. This indicates that any change in turbine structure
will be reflected as a change in the scatter pattern.
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4.4 Proof of Concept of Using Comparative Sensor Data

Approach for SHM

The previous sections compared fatigue damage estimation results obtained from time and
frequency domains using simulation and operational measurements. The main obtained conclu-
sion is that some spectral methods with the “de-trending&PbP” approach are capable of giving
comparable fatigue damage estimations to the time domain. Furthermore, the previous sections
demonstrated the potentials of using spectral methods in fatigue damage detection.

The used standard technique for fatigue damage detection is to compare the accumulated fatigue
damage to a critical value; when the accumulated fatigue damage reaches this critical value,
fracture of the component due to fatigue damage is assumed to happen. This section presents
an alternative approach for structural health monitoring (see sec. 2.10). This approach is based
on monitoring the change of the calculated fatigue damage per a pre-defined time duration T

against a reference value such as the fatigue damage estimated from a reference location or the
standard deviation of the loading applied to the structure (see fig. 4.51 and fig. 4.64).

This section focus on fatigue damage detection, therefore, only fatigue damage estimations in
time domain are used. The previous sections have demonstrated the ability of the spectral
methods to obtain similar results to the time domain, hence, the results of fatigue analysis
using the spectral methods are not presented in this section.

4.4.1 Experimental Design

The aim of the experimental part is to monitor the fatigue life of a specimen subject to stochastic
loading. This is done by monitoring the accumulated fatigue damage over time from one side,
and from the other side, by monitoring linear relation between the fatigue damage at the
monitored location and a reference value. The reference value could be the standard deviation
of the input loading, or the fatigue damage estimated from a loading on the specimen measured
at a non-critical location.

Property Symbol Unit AlMgSi0,5 S235
Young’s Modulus E GPa 70 210
Yield strength Sy MPa 160 235

Ultimate strength Su MPa 215 360
Fatigue exponent m − 11.8 3

Table 4.10 Main properties of specimen materials.

Two different specimen sets are used in this experiment. The first set uses specimens made of
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aluminium (AlMgSi0,5) and the second set uses specimens made of construction steel (S235).
The main properties of these materials are illustrated in tab. 4.10. Both specimen sets share
the same design with different dimensions that takes into account the material properties and
the limitations of the used shaker.

Figure 4.65 Specimen dimensions.

Table 4.11 Specimen dimensions
Material

Dimension AlMgSi0,5 S235
l0 100mm 140mm
l1 20mm 30mm
l2 10mm 10mm
l3 40mm −
h 20mm 20mm
t 2mm 3mm
d 8mm 8mm

The experimental setup is shown in fig. 4.67. Each specimen is clamped from its lower side to
a base plate and from its upper side to the shaker rod. The dark areas in fig. 4.65 illustrate
the clamping regions. Furthermore, close to the base of the specimen, a through hole is present
in order to introduce stress concentration on the hole lateral sides which would initiate fatigue
cracks. This design ensure that the fatigue failure will start from the hole lateral sides towards
the outer sides of the specimen. By installing strain sensors next to the hole as shown in
fig. 4.65, it is possible to monitor the fatigue life time of the specimen during the experiment.
Finite element analysis (fig. 4.67) gives a stress concentration factor of ksc = 1.4 between the
mean stress at the sensor location and the lateral sides of the hole. Moreover, the last specimen
is equipped with a reference strain sensor that is installed in the upper part of the specimen
as shown in fig. 4.65. Finally, the modal analysis of the clamped specimens show that the
first natural frequency of the aluminium specimens is fAlu,1 = 142Hz while the first natural
frequency of the construction steel specimen is fS235,1 = 118Hz.

In this experimental setup, a shaker is used to apply the bending force to the specimen. The
applied force is monitored using a load cell located between the shaker and the specimen. The
shaker is driven by an analogue amplifier that is driven by the analogue output of the DS1104
R&D controller board from dSpace® which is integrated with a desktop computer (PC). The
measured strain and force are amplified and the resulting analogue signals are fed to the analogue
to digital inputs of the DS1104 R&D controller board where they are converted into digital form
and saved to the PC hard disk. The applied force by the shaker is calibrated in such way that
the maximum bending stress value would be less than 75 % of the yield strength of the specimen
material.
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Figure 4.66 Experimental setup

Figure 4.67 Finite element analysis of the Aluminium specimen
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Figure 4.68 Applied experimental loading spectrum and a generated time-series.

The specimen is subject to a loading spectrum similar to the one observed by the reference wind
turbine tower-base in the fore-aft direction. The loading spectrum is taken from the wind turbine
simulation tool FAST, where the reference wind turbine is operated in the full load region and
is subject to turbulent wind profile. In order to reduce the time needed for the experiment, the
loading spectrum is shifted to higher frequencies by a factor of 15, which means that the natural
frequency of the turbine tower is shifted from 0.33Hz to 5.2Hz. This means that the necessary
condition presented in eq. 2.158 is valid in this experiment as the maximum frequency of the
loading is considerably lower than the lowest frequency of the system dynamics. The loading
spectrum is used to generate the loading time series that are used to drive the shaker. Due to
the limited memory if the dSpace® board, the generated time series are limited to 20 minutes.
Fig. 4.68 illustrates the loading spectrum and an example of the generated time series.

Bending strain is captured using strain sensors mounted next to the hole (see fig. 4.65) on both
sides of the specimen in half-bridge configuration. This strain sensor is called the monitoring
sensor. The experiment was designed first to use only the monitoring strain sensor, in addition to
the load cell to measure the loading force, later a second strain sensor in half-bridge configuration
is used (see fig. 4.65). This sensor is called the reference sensor. The idea of using the monitoring
and the reference sensors is to compare the fatigue damage rate obtained from both sensors
against each other instead of comparing the monitoring strain sensor data against the loading
force.

The data collected by the dSpace® control board are sampled at 1000Hz. These data are
grouped in data-blocks each of 480s duration, then saved directly to the hard-disk. The choice
of the data-block duration is related to the maximal available memory in the dSpace® control
board. In total nine aluminium and three construction steel specimens are tested. However,
due to defect strain sensors (in three aluminium specimens) during the experiment, the corre-
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(a) Fatigue crack starting point and propagation direction. (b) Microscopic photo of fatigue crack surface.

Figure 4.69 Fatigue failure of aluminium specimen.

sponding specimens are excluded. Tab. 4.12 gives an overview of the specimens and the used
sensors.

Table 4.12 Overview of specimens and used sensors.

Material Specimen
Nr.

Sensor CommentsMonitoring Reference

Alu

P1 •
P2 •
P3 • Defect strain sensor during the experiment
P4 •
P5 •
P6 • Defect strain sensor during the experiment
P7 •

2DMS-P1 • • Defect strain sensor during the experiment
2DMS-P2 • •

S235
P0 •
P1 •
P2 •

During the experiment, the measured strain next to the hole is monitored and the experiment
is automatically stopped if the root mean square (RMS) value of the monitored strain reaches a
pre-define threshold. At this threshold the fatigue failure is considered to happen. All specimens
had fatigue cracks in the opposite side to the monitoring strain sensors locations. These cracks
started from the inner side of the hole and propagates towards the outer side of the specimen.
Fig. 4.69 shows an example of the fatigue failure in aluminium specimen.

The stress loading is calculated from the measured strain then fatigue damage rate per each
data-block is estimated using the rainflow counting. The results are discussed considering two
aspects: the accumulated fatigue damage over time and the fatigue damage rate per each data
block compared to a reference value such as the standard deviation of the input loading or
the estimated fatigue damage rate of the measured reference loading. The main objective is to
detect fatigue failure as early as possible.



4.4. Proof of Concept 165

Figure 4.70 Accumulated fatigue damage over time. Aluminium specimens in continuous line
style, construction steel in dashed line style.

4.4.2 Accumulated Fatigue Damage

The accumulated fatigue damage over time for the aluminium and the construction steel spec-
imens are illustrated in fig. 4.70. While the results obtained from the aluminium specimens
are presented in continuous line style, dashed line style is used to represent the results of the
construction steel specimens. The fatigue failure (corresponds to the last point in the presented
accumulated fatigue damage progress) is considered to occur when the accumulated fatigue
damage shows an abrupt change, as at this point, fatigue crack becomes visible at the hole side
and the time it needs to propagate till it reaches the outer side of the specimen is a few hours
(depends on material and loading amplitude) for both materials. Before this abrupt change in
the fatigue damage, there has been no visual signs of fatigue failure.

The slope of the accumulated fatigue damage depends on the loading amplitude which has
been manually adjusted a few times during the experiment. This explains the slight change
of the accumulated fatigue damage rate of some curves. The time needed by the aluminium
specimens to have fatigue failure range between four and nine days while the construction steel
specimen P1 failed after almost 2 days and the P0 and P2 specimens failed after about 10 and
17 days, respectively. The accumulated fatigue damage at failure is roughly within the range
D̃ ∈ [0.6, . . . , 1.7]. The dispersion of the accumulated fatigue damage at failure makes the use
of this measure to avoid fatigue failure unreasonable as choosing the lower value as the critical
fatigue damage, namely Dcr = 0.6, might be very conservative, while choosing any higher value
would increase the risk of undetected fatigue failure.

4.4.3 Comparative Sensor Data Approach as SHM System

The previous sub-section has demonstrated that the use of the absolute accumulated fatigue
damage index is not practical for fatigue failure detection due to its stochastic nature. This
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section, discusses the proposed fatigue failure detection approach based on the estimated fatigue
damage index.

In this experimental part two different sets of specimens are tested, the first set of specimens
use two different strain measurement sensors, the first one is the monitoring sensor located at
the critical location, the second strain sensor is the reference one, that is used to measure the
loading where it is less likely to have fatigue failure. The second set is equipped with only the
monitoring strain measurement sensor located next to the hole at the most critical location
where fatigue failure is expected to occur. In addition to the monitored loading measurement,
the input loading force is also measured and used as reference. In the following the obtained
results are presented.

4.4.3.1 Fatigue Damage Detection Using Monitoring and Reference Strain
Measurements

The results obtained from an aluminium specimens equipped with a monitoring and reference
strain sensors (specimen Nr. 2DMS_P2) are examined in this section. Fig. 4.71 shows the
obtained fatigue damage detection results. In this experiment, fatigue failure has occurred
after about 6.5 days, however, the reference strain sensor failed after 4.9 days. Using the
rainflow counting algorithm to estimate fatigue damage caused by the monitoring and the
reference loading per each data-block (each of 480 s duration); and plotting the reference fatigue
damage DRFCm,reference against the monitored fatigue damage DRFCm,monitored, the scatter plot shown
in fig. 4.71 is obtained. Furthermore, fig. 4.71 shows also the progress of the standard deviation
per each data-block during the experiment of the monitored and the reference responses.

The scatter plot shows for the first part (first 2 days) a linear relation between the monitored
and reference fatigue damage rate values. Using the data collected for the first two days (almost
one third of the time till failure of the specimen) to estimate the linear regression between the
monitored and fatigue damage rate, the continuous line shown in fig. 4.71 is obtained.

Let δ be a scalar that represents the distance between the linear regression line and a parallel
one, it is possible to obtain two parallel lines to the linear regression, each at distance δ. The
parallel lines are shown on the figure as dashed ones. By setting the appropriate distance δ,
it is possible to define a tolerance region where all points gathered in the first two days of the
experiment that feature a linear relation (blue colour) are located within it (between the two
dashed lines). After three days, some points start to shift out-side the tolerance region (red
colour). The number of points located out-side this region increase with time till 4.4 days where
all points are completely out-side the tolerance region and basically located at one side. With
time progress the points deviates far from the linear regression. The deviation of the calculated
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Figure 4.71 Fatigue damage detection of Aluminium specimen Nr. 2DMS-P2 using strain
measurement as reference

fatigue damage from the monitoring sensor to the right indicates an increase in the estimated
fatigue damage value, while at the same time, the estimated damage from the reference sensor
keeps the same level.

By taking a closer look at the standard deviation of the monitored and reference strains, it is
possible to notice that for the first three days, both plots share similar trend, after that, the
standard deviation of the monitored strain starts to slightly increase while the reference one
keeps the same level. The increase of the standard deviation of the monitored strain exacerbates
over time till complete damage failure occurs after six and half days. Through the regular visual
inspection of the specimen during the experiment duration till a few hours before failure, no
signs of failure could be identified on the outer surface. In the last few hours, the crack becomes
visible on the hole side (at stress concentration point) and starts to propagate towards the
outer-side of the specimen.

By making use of the linear regression and the pre-defined tolerance region, it is possible to
distinguish three main stages of the specimen during the experiment. In the first stage, the
monitored and the reference fatigue damage rate feature a linear correlation. In this stage the
specimen is considered as healthy. The second stage starts when the points begin to scatter
between in-side and out-side of the tolerance region. In the second stage, fatigue failure starts
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(or already started, but its effect is clear now) and the material at the monitored location starts
to weaken. With time progress, stage three is reached where all scatter points are located out-
side the tolerance region and the material in this stage could be considered as damaged due to
fatigue.

The main feature that could be obtained from this strategy is the detection of fatigue failure
in the early stages using a simple fatigue index. The tolerance region plays a key-role in the
identification of the three stages. This tolerance region could be defined at the first period
when the component is subject to the operational loading and is updated regularly. The second
stage gives the early warning of fatigue failure, the duration of this stage depends on the fatigue
fracture characteristic (ductile of brittle) and the loading spectrum. Finally, in the last stage
fatigue failure happens and the component could be classified in this stage as damaged.

4.4.3.2 Fatigue Damage Detection Using Monitoring Strain Measurement and
Input Loading as Reference

This approach uses the standard deviation of the input loading as reference to be compared on a
logarithmic scale with the progress of the monitored fatigue damage. In total, seven aluminium
and three construction steel specimens are monitored using this approach. Similar steps to that
illustrated in sec. 4.4.3.1 are followed and the same three stages could be also identified.

Aluminium Specimens

Fig. 4.72 shows fatigue monitoring results of the specimen Nr. 2DMS-P2. This figure follows the
same structure as fig. 4.71, however the reference is changed from the fatigue damage obtained
from the reference loading to the standard deviation of the measured loading force. The scatter
in the first one and half day (red points to the left) is coherent and shows a linear relation
between the monitored and reference values. At the end of the second day the scatter is shifted
to the right and with time progress, the linear relation between the reference and monitored
values is clear to identify (blue points in the scatter plot). After about four and half days,
the scatter starts again to shift to the right till the points are located outside the tolerance
region and the specimen could be classified as damaged. The reason for the scatter shift at
the end of the second day is not clear, however, a possible reason could be a change of the
boundary conditions such as fixing screws not being tightened properly. Due to this scatter
shift a linear regression using the data collected for the first two days will be useless for fatigue
failure detection purpose, however it gives an indication of a behavioural change that requires
system inspection.

By using the data collected during the third day, the linear regression presented in the fig. 4.72
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Figure 4.72 Fatigue damage detection of Aluminium specimen Nr. 2DMS-P2 using standard
deviation of loading measurement as reference.

Figure 4.73 Fatigue damage detection of Aluminium specimen Nr. P1.
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is obtained. Defining a tolerance region to include all the points of the third day will result
into having two sets of points outside the defined tolerance region. The red points to the left
correspond to the data collected during the first two days. This sub-dataset indicates a change
in the system that requires system inspection and if the system has been found healthy, they
could be disregarded from the monitoring process. The second set of red points to the right of
the tolerance region shows clearly how the fatigue damage increases for the same loading level.
This scatter indicates that fatigue damage could be detected after 4.8 days, which is a little
bit late when compared to the previous monitoring approach (fig. 4.71) that is able to detect
fatigue damage about half day earlier.

Furthermore, fatigue monitoring results are also illustrated in fig. 4.73 (specimen Nr. P1),
fig. 4.74 (specimen Nr. P2), fig. 4.75 (specimen Nr. P4), fig. 4.76 (specimen Nr. P5) and
fig. 4.77 (specimen Nr. P7). These figures follow the same structure presented before in sub-
sec. 4.4.3.1. In these figures, it is possible to distinguish three stages. In the first stage the
specimen is considered as healthy and blue colour is used in it. The second stage gives the early
indications of fatigue failure and it ends when a clear indication of failure is available. This
stage is referred to as the warning stage and both blue and red colours are used inside it. In
the third stage the specimen is considered as damaged and the red colour is used for it.

The monitored fatigue damage rate in addition to the standard deviation of the loading force
per each data-block collected in the first two days are used to build the linear regression. The
tolerance region is defined to include all the points obtained in this period. Before the scatter
starts to deviate outside the tolerance region the specimen could be considered as healthy. The
end of the warning stage in this thesis is defined by the last point located inside the tolerance
region. This is possible as the data are post-processed offline. This might not be possible in
case of online monitoring. However, the presented results show that even if high threshold is
used to define the end of the warning stage, it is still possible to detect fatigue damage before
the complete structural failure.

The duration of the warning phase differ largely between the specimens. While the short
duration of about five hours is observed in specimen Nr. P4, it may take as long as three days
as in specimen Nr. P1. The duration of this phase has direct relation to the standard deviation
of the loading force. That is to say, the higher is the loading force amplitude, the shorter is the
warning region.

In all these results the same scatter patter is observed. While linear relation dominates in the
first phase, the scatter in the second and third phase starts to extend to the right, that indicates
an increase in the estimated fatigue damage rate at the same loading level and the linear relation
clearly identified in the first phase is absent in the second phase and it takes different direction
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Figure 4.74 Fatigue damage detection of Aluminium specimen Nr. P2.

Figure 4.75 Fatigue damage detection of Aluminium specimen Nr. P4.
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Figure 4.76 Fatigue damage detection of Aluminium specimen Nr. P5.

Figure 4.77 Fatigue damage detection of Aluminium specimen Nr. P7.
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in the third one.

Finally, tab. 4.13 presents a summary of the accumulative fatigue damage in addition to the
identified time of failure T IdentifiedFailure using the proposed monitoring approach. T IdentifiedFailure corre-
sponds to the last point of the second stage and as of this time point the specimen is considered
as damaged. Comparing these values to the time of failure TDcrFailure identified using the accumu-
lative fatigue damage presented in fig. 4.70, it is possible to observe that T IdentifiedFailure corresponds
to 67 % − 83 % of TDcrFailure. In both cases, fatigue damage is detected early enough before the
catastrophic failure.

Construction Steel Specimens

The results obtained from construction steel specimens are not as clear as that obtained from
the aluminium specimens. This is due to ductile fatigue fracture of the aluminium and the
brittle one of the construction steel. However, it is still possible to identify fatigue failure with
considerable time before the complete failure of the material. An example of fatigue failure
detection of construction steel specimens is presented in fig. 4.78 (specimen Nr. P1). In order
to build the linear regression and the corresponding tolerance region, the data collected during
the first day are considered. The tolerance region is defined such as all scatter points for
this early periods are located inside it. Moreover, the same three phases as before are used,
however, the second phase (warning phase) is hard to identify due to the brittle fatigue facture
of construction steel. Based on this, it is reasonable to consider the first deviation of the scatter
outside the tolerance region to be considered as a true indication of damaged specimen.

Experiment Summary

Tab. 4.13 presents a summary of the accumulative fatigue damage in addition to the identified
time of failure T IdentifiedFailure using the proposed monitoring approach. Comparing the identified
failure time to TDcrFailure demonstrates the possibility to detect fatigue failure as early as 62 % of
TDcrFailure (specimen Nr. P1, construction steel) and as late as 97 % of TDcrFailure (specimen Nr. P0,
construction steel). In both cases fatigue failure is detected early enough before the complete
failure of the specimen.

4.4.4 Summary of Results

Tab. 4.13 summaries at which values of DRFCm the complete fatigue failure occurs and the
time needed TDcrFailure; in addition to that, the time at which the material could be completely
classified as damaged T IdentifiedFailure , both obtained from the proposed fatigue failure detection
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Figure 4.78 Fatigue damage detection of construction steel specimen Nr. P1.

approach. Using this approach it is possible to detect fatigue damage as early as when the
material is about 62 % (construction steel specimen Nr. P1) of its fatigue life TDcrFailure; and as
late as 97 % (construction steel specimen Nr. P0) of the material fatigue life TDcrFailure. These
results depend on the pre-defined tolerance region that is set shortly after the material is put
into service and updated gradually with time.

4.4.5 Conclusion

The main advantage of the proposed approach over the accumulative fatigue damage monitoring
method is the absence of the dependency on the critical accumulated fatigue damage value at
which the failure occur. On the contrary, the proposed approach is an adaptive one as it
compares the fatigue damage calculated over a pre-defined time period, against a reference
value such as the standard deviation of the input loading or the reference fatigue damage, both
estimated for the same time period.

The experimental results demonstrate the ability of the proposed approach in the early detection
of the fatigue failure in both specimen materials, aluminium and construction steel. However,
due to the ductile fatigue fracture, the second phase is clearly to be identified in the aluminium
specimen results, while the brittle fatigue fractures makes the existence of such phase very short.
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Table 4.13 Summary of experimental fatigue failure detection results. The identified time of
failure T IdentifiedFailure obtained using the fatigue failure detection approach are ref-
erenced to the time of failure at the critical accumulated fatigue damage index
TDcrFailure in order to obtain the listed percent (%) results.
Specimen Accumulated fatigue damage Fatigue failure detection

Material Nr. DRF C−F ailure
m [−] TDcr

F ailure [day] T Identified
F ailure [day (%)]

Alu

P1 0.843 7.3 5.5 (75 %)
P2 1.140 8.6 7.1 (83 %)
P4 1.147 5.8 4.7 (81 %)
P5 0.983 3.9 2.6 (67 %)
P7 1.511 6.1 5.0 (82 %)

2DMS-P2 1.226 6.5 4.7 (72 %)

S235
P0 1.709 9.8 9.5 (97 %)
P1 0.618 2.1 1.3 (62 %)
P2 1.369 16.7 15.2 (91 %)

The rainflow cycle counting is mainly used in fatigue damage estimation as the focus of this
section the early fatigue detection. Spectral methods have also been tested and comparable
results are also obtained. Due to the similarity of the results, only that obtained from rainflow
cycle counting are presented.

Both ways of building the scatter plot either using a reference fatigue damage or using a statis-
tical measure of the loading have demonstrated the ability of early fatigue damage detection.
However, it is worth to mention at this point that the experimental result obtained using refer-
ence fatigue damage estimated from a second bending strain measurement (sub-sec. 4.4.3.1) is
not conclusive due to the failure (due to strain gauge de-bonding) of the reference strain sensor
shortly after the specimen is classified as damaged. Therefore, repeating this experiment to
confirm the obtained results is recommended.

The proposed approach requires very good knowledge of the loading pattern on the component
and the most critical locations at which the fatigue is highly to occur. This is related to the
necessity to install a monitoring sensor next to the critical location to monitor it. Furthermore,
it would be better to use a loading measurement sensor close to the monitoring one as a reference
value rather than using the loading input which might be difficult to measure.

4.5 Chapter Summary

The main focus of this chapter is to demonstrate the potentials of the proposed new strategies
and techniques in fatigue failure detection. This is done using four different cases: using hi-
fidelity simulation environment, operational tower loading measurement of a small wind turbine,
operational tower loading measurement of a utility-scale wind turbine and finally using an
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experimental setup.

The potentials of using spectral methods for fatigue damage analysis in the early design stages
have been demonstrated using hi-fidelity simulation environment. The simulations are based
on the design load case (DLC) 1.2 of the international standard IEC 64100-3. In addition to
that, realistic wind and wave loading from different onshore and offshore locations are used in
the simulation. The performance of the spectral fatigue analysis depends on the wind turbine
configuration, the operating region, the loading used for fatigue analysis and finally the used
spectral method.

Wind turbine configuration varies with the considered sub-structure that changes the turbine
dynamic response. While land-based turbines have rigid foundations and are subject to only
wind loading, floating wind turbines are subject to wind and wave loadings. In addition to that,
the floating platform adds six degrees of freedom that affects significantly the dynamics and
the loading of the turbine structure. Spectral methods used for fatigue analysis of land-based
turbine gives in general better results which are comparable to the standard cycle-counting
method. This is clear from the spectral fatigue analysis results, using the tower fore-aft loading,
shown in tab. 4.5.

The performance of the spectral methods depend on the operating region. The best performance
is obtained at the full load region where fatigue damage estimations are more consistent. In the
partial load region, the change of the mean aerodynamic loading over the rotor disk due to the
controller objective of power optimization affects the results of the spectral methods, so they
change with the mean wind speed.

Spectral methods give better estimation results for the tower side-side loading. This is due to
that fact that this loading direction is less sensitive to the change of the mean wind speed. The
better performance is the same for all turbine configurations. Tower fore-aft loading is more
subject to the change of the mean aerodynamic loading in addition to the effect resulting from
the platform pitching motion. This mainly introduce a varying mean value into the loading
in addition to deviating the loading amplitude distribution from being Gaussian. Both factors
affect the results of the spectral fatigue analysis of this loading direction.

Moreover, the estimation results depend highly on the used spectral method. Using the simu-
lation data-set, the Empirical α0.75 demonstrated its ability to give consistent good estimations
for all turbine configurations and in both loading directions using only the Gaussian approach.
The second method that shows also consistent results is the Bands method which is able to give
acceptable estimations for all turbine configurations for the tower fore-aft loading and good
estimations for the side-side loading. The performance of the other methods depend on the
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loading direction and the turbine configuration as illustrated in tab. 4.5.

Fatigue analysis of operational tower loading for a small and utility-scale wind turbines show
the capabilities of the proposed “de-trending&PbP” strategy. Using this strategy it is possible
to obtain comparable fatigue damage estimation to the time domain. In the case of small wind
turbine loading, the best spectral method to give good estimations is the Tovo-Benasciutti
second method. While in the case of utility-scale wind turbine, almost similar performance
is obtained using the Single-Moment, Empirical α0.75, Tovo-Benasciutti second method, Dirlik
and Bands-method with slightly better performance by the last method.

Furthermore, fatigue analysis of the operational tower loading of the small and utility-scale wind
turbine shows that the estimated fatigue damage from the stochastic component using any of
the spectral methods follow the same trend as that obtained using the cycle-counting in the
time domain. This open the possibility to using the spectral fatigue damage estimation from
the stochastic component for fatigue monitoring. This is further demonstrated by the scatter
of the estimate spectral fatigue damage against the standard deviation of the measured mean
wind speed.

This chapter ends with an experimental demonstration of the use of the estimated fatigue dam-
age index as part of a structural health monitoring system. The experimental setup demon-
strates using many specimens made of aluminium and construction steel the possibility of early
detection of structural failure. The proposed approach for SHM is an adaptive online approach
that monitors the estimated fatigue damage per a pre-defined time period against a reference
value. This could be either fatigue damage estimated from a reference measurement, or against
a statistical measure such as the standard deviation of the loading.





Chapter 5
Conclusions and Recommendations

When one has finished building one’s house, one sud-
denly realises that in the process one has learned
something that one really needed to know in the worst
way - before one began.

— Friedrich Nietzsche
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5.1 Conclusions

Wind turbines are complex systems operating in harsh environment. The dynamic response of
the turbine due to wind and wave loading depends on the characteristics of the loading and
the turbine configuration. Land-based wind turbines have rigid foundations and are subject
to only wind loading while floating offshore turbines experience additional degrees of freedom
that, especially the platform pitch motion, affect significantly the turbine structural loading.
Furthermore, interaction with the waves add another source of loading on the wind turbine.

The integrated design approach of wind turbines aims to optimise turbine structure in terms of
cost, fatigue damage and service life time. This motivates the development of new approaches
capable of saving time, computational effort, resources in addition to reducing the cost of energy.
Wind turbines are required to be operational for at least 20 years, therefore, fatigue damage
analysis is the key driver in the integrated design process and in the development of turbine
structural health monitoring systems.

Fatigue analysis using frequency-domain methods have been an active topic of research in the
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past few years and it has found its way to many applications. Wind turbines are subject to
random loading which makes it logical to use the random vibration fatigue theory. However,
frequency-domain fatigue analysis is developed under certain assumptions that are hard to meet
in the case of wind turbine loading. This includes for example the stationarity of the loading and
the assumption of Gaussian amplitude distribution under which most of the spectral methods
are developed. Finally, most frequency-domain methods assume zero-mean of the stochastic
loading.

The main objective of this research is to address systematically the assumptions related to the
frequency domain fatigue analysis methods and to develop new strategy that enable using spec-
tral methods for wind turbine fatigue analysis. Furthermore, the objective is to quantify the
performance of the proposed strategy against the standard time domain cycle counting esti-
mation for different wind turbine configurations (rigid-foundations, different floating platforms)
and operating conditions. The performance assessment is carried out using hi-fidelity simula-
tion environment as long as using operational tower loading of a small and utility-scale wind
turbines. The simulation data-set aims to replicate to some limit the integrated design process
at the early design stages where limited information are available and fatigue assessment in
short time is required. On the other side, the operational data-set demonstrates the potentials
of using the spectral methods of fatigue analysis.

To help categorise the main conclusions of this thesis, this chapter review the set research
objectives introduced in Chapter 1, the obtained results and the derived conclusions.

Objective 1: This research aims firstly to review the theoretical basis of the spec-
tral fatigue analysis; secondly, to address the limitations of the frequency-domain
methods and to develop a new strategy that enables using spectral methods for
wind turbine fatigue analysis.

Stationarity of the random loading is the main required assumption in the theory of random
vibration fatigue analysis. Under this assumption, many spectral methods are developed to
deal with a class of random loading that enjoys Gaussian amplitude distribution while the non-
Gaussian loading class is dealt with by making use of the methods developed for the first class.
In both cases, spectral methods assumed zero-mean random loading.

A new strategy is proposed in this thesis to deal with the non-stationary, non-Gaussian wind
turbine tower loading. This strategy is based on the decomposition of the loading time-series
into a signal (referred to as deterministic signal) that represents the mean change of the loading
resulting for example from the change of mean wind speed or wind direction; and a second signal
(referred to as stochastic signal) that represents the stochastic changes about this mean value.
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The decomposition could be done using different methods, however, the most computationally
effective one is the moving average filter.

The deterministic signal still non-stationary and contains a few cycles with relatively large am-
plitudes with no sharp peaks and has basically very low frequency content (less than 0.1Hz).
The characteristic of this signal allows to down-sample it, thus, reducing the required transmis-
sion band-width, sampling rate of the data-acquisition system and the needed storage space.
However, the only possibility to estimate fatigue damage resulting from this signal is the stan-
dard rainflow cycle counting.

The stochastic signal is quasi-stationary with zero mean value and symmetrical amplitude dis-
tribution with skewness higher than 3 (more peaky than Gaussian distribution). The standard
deviation of this signal depends on the wind turbulence intensity. Segmentation techniques and
classifiers could be used to divide this signal into stationary segments then to classify them
according to their standard deviation values. This would allow post-processing each segment
as a stationary one. However, the obtained operational results does-not justify the added com-
putational complexity due to segmentation and classification, thus, the stochastic signal in its
quasi-stationary form is considered to satisfy the stationarity assumption required for spectral
fatigue analysis.

Three different approaches are proposed to estimate fatigue damage of this stochastic compo-
nent. The first approach (called the Gaussian approach) ignores the fact that the amplitude
distribution is non-Gaussian, thus, the Gaussian spectral methods are directly applied to es-
timation fatigue damage resulting from this signal. The second approach is referred to as the
corrected Gaussian which tries to correct the estimation obtain with the Gaussian approach us-
ing a correction factor based on the skewness and kurtosis of the loading. The third approach is
the transformed Gaussian model. This approach employs a transformation function (and its in-
verse) based on the skewness and kurtosis of the loading to estimate the cycle distribution using
Gaussian methods, then using the inverse transformation and the linear fatigue accumulation,
fatigue damage is estimated.

The multi-axial “Projection-by-Projection” fatigue criterion is used to estimated the total fa-
tigue damage from the deterministic and stochastic components. The procedure of decomposing
the loading, and using the appropriate method to estimate fatigue damage resulting from each
component then to combine the estimations by employing the non-linear summation rule PbP
is called the “de-trending&PbP” strategy.

The proposed strategy enables using spectral methods for fatigue analysis of wind turbines.
This strategy by-pass the stationarity assumption be decomposing the non-stationary loading
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into a non-stationary loading (deterministic) and a quasi-stationary one (stochastic). The effort
needed to analyse the non-stationary part could be drastically reduced due to the nature of this
loading component, however, still should be done in time-domain. While the stochastic signal
could be analysed using the appropriate spectral method. The only assumption required for
this strategy is the non-correlation between the stochastic and deterministic components. This
assumption could be removed by extending the PbP method to handle the correlation between
the signal. However, due to the nature of both signals and in order to keep the proposed strategy
as simple as possible, this assumption is regarded as reasonable.

The proposed strategy helps making use of the potentials of the frequency domain fatigue
analysis, such as reducing the computational effort, the required high band-width and sampling
rate of the data acquisition system in addition to the needed storage space, at the same time
maintaining accurate fatigue damage estimations.

Objective 2: To evaluate the performance of the frequency-domain methods against
the standard time-domain cycle counting. This comparison is done using the above
mentioned data-sets: simulation and operational. The simulation data-set aims to
replicate the integrated design process at early stages. While the operational data-
set from small and utility scale wind turbine aims to evaluate the performance of
the spectral-based methods against the industry standard rainflow cycle counting
algorithm using operational stress measurement.

Performance assessment of the proposed strategy is done using three different loading data-
sets. The first loading data-set is obtained using a hi-fidelity simulation environment and is
based on the design load case (DLC) 1.2 of the international standard IEC 61400-3 for offshore
wind turbines. Spectral fatigue analysis using the simulation data-set aims to replicate the
integrated design process of the wind turbine. This design process requires intensive simulation
and computational effort.

In the simulation data-set, the wind and wave loading are assumed stationary with constant
mean value and are aligned with the turbine down-wind direction. Therefore, in such con-
trolled environment, it is justified to assume that the loading is quasi-stationary and has a
constant mean value. These assumptions are valid in the case of land-based turbines with rigid
foundation. However, in the case of floating wind turbines, the added DOFs of the platform
introduce a varying mean value to the tower loading, thus, the loading deviates from being
stationary, therefore, it is more logical to use the proposed “de-trending&PbP” strategy. Hence
this strategy requires the use of the time-domain cycle counting for the deterministic compo-
nent, this will negates the potential benefits of the spectral methods as this will require again
the intensive simulation. Therefore, the floating platform tower loading is “roughly” regarded



5.1. Conclusions 183

as quasi-stationary and spectral fatigue analysis of the simulation data-set is carried out using
the Gaussian, the corrected Gaussian and the transformed Gaussian model approaches. The
results are presented in relative sense to the fatigue damage estimations obtained using the
standard time-domain cycle counting.

The main conclusion derived from fatigue damage analysis of this data-set is that the perfor-
mance of the spectral methods depend on the wind turbine configuration, the operating region,
the loading used for fatigue damage analysis and finally the used spectral method. The perfor-
mance of the spectral methods is more consistent in the above rated region, while in the partial
load region the performance changes with the mean wind speed. This is due to the controller
effect of power optimization that results into a varying aerodynamic loading over the rotor
disk. Furthermore, the spectral methods have better performance in analysing fatigue damage
of land-based turbines with rigid foundations, while the performance of most spectral methods
deteriorate for the floating platforms. The performance also varies according the dynamics of
the platform itself. Moreover, tower side-side loading is less sensitive to the change of mean
wind speed and the changing dynamics of the floating platform, therefore, the performance of
the spectral methods is better on this loading direction as on the tower fore-aft loading. Finally,
the performance depends also on the spectral method itself. The Empirical α0.75 has proven
to be the most robust method with consistent good estimation using the Gaussian approach
in all turbine configurations and tower loading direction. In summary, spectral methods have
good potentials in fatigue analysis of wind turbines at the early design stages, however, they
should be used carefully as their performance vary according to the above mentioned factors.
The results of spectral fatigue analysis of the simulation data-set are summarised in tab. 4.5.

Fatigue analysis of the operational tower loading from the small wind turbine using the pro-
posed “de-trending&PbP” strategy demonstrates the potentials of the spectral methods. The
obtained results using the proposed strategy with different spectral methods are comparable to
that obtained using the time-domain cycle counting. Using the Gaussian approach, the Tovo-
Benasciutti second method has the best performance followed by the 1st Tovo-Benasciutti and
Dirlik methods.

Many spectral methods with the Gaussian assumption demonstrate good performance when
used within the “de-trending&PbP” strategy for fatigue analysis of the tower loading of the
utility-scale wind turbine. However, the performance is sensitive to the high dynamic response
initiated by the start-stop cycles of the turbine at lower wind speeds. If the data-blocks corre-
sponding to these cycles are classified and post-processed using the time-domain cycle counting,
while the rest are analysed using the spectral methods, good performance using Single-Moment,
Empirical α0.75, Tovo-Benasciutti 2nd, Dirlik and Bands methods is possible. The classification
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of the data-blocks is possible based on standard turbine measurements. The accumulated fa-
tigue damage in this case could be estimated using the Projection-by-Projection criterion. This
technique can guarantee the accuracy of the fatigue analysis results while at the same time, the
benefits of the spectral methods could be still used.

Objective 3: To explore the potentials of using the online estimated fatigue damage
for early detection of fatigue failure. This point is very important for implementing
an online fatigue detection as part of a structural health monitoring system.

An online approach is proposed in this thesis for structural health monitoring. This approach is
based on monitoring the linear relation between the estimated fatigue damage per a pre-defined
time period against a reference value. This could be either fatigue damage estimated from a
reference measurement, or against a statistical measure such as the standard deviation of the
loading. An experimental demonstration of the use of the estimated fatigue damage index as
part of a structural health monitoring system is presented in this thesis. The experimental setup
demonstrates the possibility of the early structural damage detection before the occurrence of
the final fatigue failure. This early detection is possible using specimens made of aluminium as
long as using specimens made of construction steel. Tab. 4.13 summaries the obtained results
of early structural damage detection.

The main advantage of the proposed online structural monitoring approach over the traditional
accumulative fatigue damage monitoring method is the absence of the dependency on the critical
accumulated fatigue damage value at which the failure occur. Furthermore, fatigue monitoring
in this approach is possible using either the estimated fatigue damage from the time-domain or
the one estimated using the “de-trending&PbP” method or even the estimated spectral fatigue
damage from the stochastic component which have been demonstrated using the operational
estimations from small and utility-scale wind turbine to follow the same trend as that of the
time-domain.

5.2 Recommendations

Below is a list of topics that are yet to be explored. These topics have the potentials to improve
the performance of the proposed fatigue damage strategy and the damage monitoring method.
These topics are listed in the following paragraphs.

Taking the non-Gaussianity of the loading time-series into account have been tested using two
different approaches, the corrected Gaussian and the transformed Gaussian model. These ap-
proaches have been used for fatigue damage analysis of the simulated data-set in addition to
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the operational tower loading of the small and utility-scale wind turbine. The obtained results
demonstrate that both methods have failed to give better estimation. This is mainly related to
the fact that the corrected Gaussian approach is based on a correction factor that is developed
only using simulation data-sets, while the transformed Gaussian models has limitations related
to the skewness and the kurtosis that prevent building the transformation function. The limita-
tion of both methods in dealing with the non-Gaussian loading case reveals the need for further
research on this topic.

The proposed method of fatigue damage monitoring has demonstrated its potentials using the
experimental setup. Early fatigue detection is possible by comparing the monitored fatigue
damage to a reference one estimated from another sensor, or by comparing it to the standard
deviation of the loading. For the first case, Two specimens have been planned, but due to the
reference sensor failure in the first specimen at the early stages of the experiment, only the
results of the second specimen are presented. At this point it is worth to mention that the
reference sensor in the second specimen has also failed after about 5 days. During this period
early fatigue detection was possible, but the conclusion can not be considered as conclusive
as it is not clear if the sensor had sudden failure or due to gradual strain gauge de-bonding.
Therefore, further similar experiments are recommended before drawing a conclusive conclusion.

On the other side the early fatigue detection based on comparing the monitored fatigue damage
against the standard deviation of the input loading has given consistent results for all eight
specimens (five from aluminium and three from construction steel) and the drawn conclusion
at this point is conclusive.

Before being able to apply this method on a real system, the following points should be taken
into account. The proposed monitoring method assumes very good knowledge of the structure
and the critical location of the system (hot spots), therefore, sensors should be located exactly
at these locations in order to be able to capture any change in the local responses. Moreover,
the boundary conditions are assumed to be constant and does not change during the monitoring
period, otherwise, any change in these boundary conditions might be interpreted as structural
damage. The same applies on the structure itself. Any change in the structure, for example ice
on the turbine blades, might be interpreted as damage in the structure. Finally, the experiment
has assumed only one damage in the specimen, the case of complex structure this assumption
might be hard to meet. These challenges should be addressed properly before putting the
proposed method into practice.
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