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Kurzzusammenfassung

Operator-skalierende stabile Zufallsfelder (engl. Operator-scaling stable random fields,
kurz: OSSRFs) sind stochastische Modelle, die rdumliche Abhéngigkeiten beschreiben
konnen. Dabei sind Abhangigkeiten unterschiedlicher Stéarke und in verschiedenen, nicht
notwendigerweise zueinander senkrechten, Richtungen zugelassen. Die resultierenden
anisotropen Felder werden z.B. zur Beschreibung poroser Medien in der Hydrologie oder
fraktaler Oberflichen in der Physik verwendet. In [I] présentierten H. Biermé, M. M.
Meerschaert und H.-P. Scheffler Modelle fiir operator-skalierende stabile Zufallsfelder in
harmonizable und in moving-average Darstellungen, und zeigten einige wichtige Eigen-
schaften dieser Felder.

Um diese OSSRF's in praktischen Anwendungen einsetzen zu konnen, werden Methoden
fiir die numerische Simulation und fiir die statistische Analyse (z.B. Parameterschétzung)
solcher Felder benotigt. In der vorliegenden Arbeit werden numerische Approximatio-
nen von OSSRFs prasentiert und ihre Abweichungen von den urspriinglichen Feldern
untersucht. Algorithmen fiir die Berechnung dieser Approximationen wurden ebenfalls
entwickelt und in dieser Arbeit vorgestellt. Fiir die in der Praxis relevanten Falle von
zwei- und drei-dimensionalen Feldern wurden diese Algorithmen in den Programmier-
sprachen Matlab und Java implementiert. Schliesslich stellen wir auch eine Methode fiir
die Schatzung mehrerer Parameter eines harmonizable OSSRF sowie ihre Implemen-
tierung in Matlab vor.
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Abstract

Operator-scaling stable random fields are stochastic models which can describe spacial
dependencies. Thereby dependencies of different intensities and in different, not neces-
sarily orthogonal, directions are allowed, resulting in anisotropic fields which are used,
e.g. in hydrology to represent porous media, or to describe fractal surfaces in physics.
In [1], Bierme, Meerschaert and Scheffler presented models for operator-scaling stable
random fields in harmonizable and in moving average representation, and showed some
important properties of these fields.

In order to use these fields for practical application, procedures for their numeric simula-
tion are needed, and also methods for the statistical analysis (e.g. parameter estimation)
of observed realizations of OSSRFs. The present thesis presents numeric approximations
of OSSRF's and examines their deviation from the original OSSRF's. Algorithms for the
calculation of these approximations have been also developed and are described in the
thesis. For the cases of two- and three-dimensional fields, which are relevant for practi-
cal applications, these algorithms for the simulation of OSSRFs have been implemented
in the programming languages Matlab and Java. Finally, we present also a method for
the estimation of several parameters of a two-dimensional harmonizable OSSRF, and its
implementation in Matlab.
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Chapter 1

Introduction

Operator-scaling stable random fields are stochastic models which describe spacial de-
pendencies. Thereby dependecies of different intensities and in different, not necessarily
orthogonal, directions are allowed, resulting in anisotropic fields which are used, e.g. in
hydrology to represent porous media, or to describe fractal surfaces in physics. In [1],
Bierme, Meerschaert and Scheffler presented models for operator-scaling stable random
fields in harmonizable and in moving average representation, which can be anisotropic,
and showed some important properties of these fields.

In order to use these fields for practical application, procedures for their numeric simula-
tion are needed, and also methods for the statistical analysis (e.g. parameter estimation)
of observed realizations of OSSRF's. The present thesis presents numeric approximations
of OSSRF's and examines their deviation from the original OSSRF's. Algorithms for the
calculation of these approximations have been also developed and are described in the
thesis. For the cases of two- and three-dimensional fields, which are relevant for practi-
cal applications, these algorithms for the simulation of OSSRFs have been implemented
in the programming languages Matlab and Java. Finally, we present also a method for
the estimation of several parameters of a two-dimensional harmonizable OSSRF, and its
implementation in Matlab.

This thesis is organized as follows: In Chapter [2 we quote the basic definitions and
results from [I], which are used in this thesis, e.g. the definitions of E-homogeneous
functions and of operator-scaling stable random fields.

In Chapter [3], we present an approximation of the harmonizable integral representation
of OSSRFs by a discrete model, and calculate error bounds for this approximation. In
Section the approximation is described. It is obtained in two steps: In the first step
the domain of integration is truncated from R? to a finite subset, and in the second step
this finite integral is approximated by a sum with a finite number of summands. After the
presentation of this approximation, we examine the resulting error between the approxi-
mation and the original model, and divide this task again in two parts: First, in Section



Chapter 1 Introduction

3.2 we estimate the approximation error resulting from the truncation. We give exact
error bounds for isotropic OSSRFs, which is defined with a norm as the E-homogeneous
function, in Theorem 3.5 and for harmonizable OSSRFs in general in Theorem [3.10

Then we consider the approximation error due to the discretisation in Section [3.3] We
use two similar variants of discretisation, the first one being a special case of the second.
For both cases, the approximation error is estimated, like the approximation error for the
truncation, first for the special case of OSSRFs with norms as E-homogeneous functions,
and then for the general class of OSSRF's in harmonizable representation. Thus, we show
that using the second variant of discretisation, the approximation error can be reduced
below any given threshold € > 0 by choosing suitable parameters for the approximation
(Theorem , Corollary and Remark , and give exact error bounds in the
case of the E-homogeneous function being a norm (Theorem and Corollary .

Chapter [4] contains similar considerations for OSSRFs in moving-average representation.
Like the previous chapter, it consists of three sections: Section [4.1| contains, analogous
to Section [3.1] a description of the approximation of these OSSRFs. Again, the approx-
imation is obtained by truncating the domain of integration in the integral occuring in
the definition of the OSSRF, and subsequently approximating the truncated integral
by a finite sum. For OSSRFs for which the F-homogeneous function is a norm, the
approximation error of the truncation is estimated in Section 4.2, and the error due to
discretisation in Section 4.3, For both error estimates, exact error bounds are obtained.

In Chapter |5l we develop algorithms for the numeric calculation of the approximations
which were presented in the Chapters [3|and [4 First, we describe in Section [5.1] how the
a-stable random variables, which are needed for the approximation of the OSSRFs, can
be simulated using the algorithm published by Chambers, Mallows and Stuck in [4]. Then
we develop an algorithm for the simulation of two-dimensional harmonizable OSSRF's in
Section [5.2] which is generalized for the simulation of d-dimensional OSSRFs with d > 2
(e.g. three-dimensional fields) in Section [5.3] In the Sections and [5.5] an algorithm
for the simulation of OSSRFs in moving-average representation is presented. Because
the algorithm for the simulation of harmonizable OSSRF's includes the calculation of a
discrete Fourier transform, the basic principles of an efficient, fast Fourier transform are
explained in Section [5.6] Finally, we show in Section [5.7, how the convolution of two
arrays, which is a key element of the algorithm for the simulation of moving-average
OSSRFs, can be calculated efficiently with the help of the fast Fourier transform.

These algorithms for the simulation of OSSRFs were implemented in the programming
languages Matlab and Java for the important cases of two- and three-dimensional ran-
dom fields. The complete source codes of these implementations can be found on the
accompanying CD. In Chapter [ we analyze and compare the required system resources
(memory space and computation time) which are needed by the different implementation
variants of the simulation algorithms, and show some images of examples of OSSRFs
that have been generated by these programs. We also present the relevant source codes



of the Matlab implementations in Section [6.1], while the Java sources are not quoted
in the thesis because of their size. However, an user manual for the Java program is

included in Appendix [A]

Finally, we turn from the topic of the approximation and simulation of OSSRF's to the
estimation of their parameters. In Chapter [7], we discuss a method for the estimation of
several parameters of an OSSRF, presenting an algorithm for this task in Section and
implementing it in Matlab for the case of five estimated parameters of a two-dimensional
harmonizable OSSRF (see Section [7.2)). In Section [7.3] the results of a numerical case
study are presented which indicate that the described algorithm is indeed an useful
and effective means for the estimation of parameters. In particular, it gives empirical
evidence to the assumption that the estimator is consistent, i.e. that the estimated
parameter values converge to the underlying, original values if the sizes of the simulated
fields (and thus the sample size) are increased. The results for the considered sample
indicate that the mean squared error is proportional to the inverse of the number of
elements in the simulated field, and some other statistics, like the median of absolute
deviations, are proportional to its square root, i.e. to the inverse of the width and height
of the field. In this context, further research is needed in order to prove the consistency
of this estimator mathematically.
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Chapter 2

Definition of OSSRFs

The Operator Scaling Stable Random Fields (OSSRFS) in harmonizable or moving aver-
age representation, which will be considered in this thesis, have been introduced in the
paper [I]. In this chapter we quote some definitions and results from that paper which
will be used in the thesis. The proofs of these results are not given here, but can be
found in the paper.

In section 2 of [1], a polar representation of vectors z € R¥\ {0}, depending on a matrix
E| is defined:

Let F be a real d x d matrix with positive real parts of the eigenvalues 0 < a; < ... < a,
for p < d. Let us define T' = R%\{0}. It follows from Lemma 6.1.5 of [§] that there exists
a norm ||+ ||o on R? such that for the unit sphere Sy = {x € R?: ||z||o = 1} the mapping
U (0,00) x Syp — [, ¥(r,0) = r¥0 is a homomorphism. Moreover for any z € T the
function t +— |[[tPx]|y is strictly increasing. Hence we can write any x € T’ uniquely as
r = 7(z)Pl(z) for some radial part T(z) > 0 and some direction I(z) € Sy such that
x +— 7(x) and x — [(z) are continuous. Observe that Sy = {z € R? : 7(z) = 1} is
compact. Moreover we know that 7(x) — oo as © — oo and 7(z) — 0 as  — 0. Hence
we can extend 7(-) continuously by setting 7(0) = 0. Note that further 7(—z) = 7(x)
and [(—z) = —I(x). The following result gives bounds on the growth rate of 7(x) in
terms of the real parts of the eigenvalues of E.

Lemma 2.1. (Lemma 2.1 in [1])
For any (small) 6 > 0 there ezist constants Cy,...,Cy > 0 such that for all ||x||o < 1 or
all T(x) <1,
1/a1+6 1/ap—96
Cillally " < 7(x) < Callallg”™ ™,

and, for all ||x||o > 1 or all 7(x) > 1,

Cyl|z]]o/“ " < () < Cul|z[]g/™*°.

The following proposition provides an integration in polar coordinates formula (with
q = trace(E)).
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Proposition 2.2. (Proposition 2.3 in [1])
There exists a unique finite Radon measure o on Sy such that for all f € L*(R?, dx) we
have

flz)dz = /OO f(rE0)o(do)rtdr.
Rd 0 JSo

Definition 2.3. (Definition 2.6 in [I])
Let ¢ : R — C be any function. We say that ¢ is E-homogeneous if o(cFz) = co(z)
forall¢ >0 and z € T.

Remark 2.4. (from section 2 in [I], following after Definition 2.6)

An E-homogeneous function ¢ is completely determined by its values on Sy, since p(z) =
o(T(x)Fl(z)) = 7(x)p(l(x)). Observe that if ¢ is E-homogeneous and continuous with
positive values on I', then

M, = Ielé%}(;{(p(e) >0 and m, = gégggp(@) > 0. (2.1)

Moreover by continuity we necessarily have ¢(0) = 0.

Definition 2.5. (Definition 2.7 in [I])
Let 3 > 0. A continuous function ¢ : R — [0, 00) is called (3, F)-admissible, if ¢(z) > 0
for all  # 0 and for any 0 < A < B there exists a positive constant C' > 0 such that,
for A <ly|| < B,

7(z) < 1= |z +y) - p(y)| < Or(2)”.

In the following corollary, a family of E-homogenous, (3, E')-admissible functions in a
certain parametric representation is defined. In this thesis, we usually use (if not stated
otherwise) E-homogeneous and (3, E')-admissible functions which can be written in this
representation.

Corollary 2.6. (Corollary 2.12 in [1])

Let 0y, ...,04 be any basis of R, let 0 < \y < ... < XAy and C4,...,Cy > 0. Choose a
d x d matriz E such that ET0; = X\;0; for j =1,...,d. Then for any p > 0, if p < 2\
the function

d 1/p
p(x) = (Z Gyl <z,0; > ’p/Aj> (2.2)
j=1

is a continuous E-homogeneous and ([, E')-admissible function for § < min </\1, pi‘—i) if
M <pand=pif \ > p.

Definition 2.7. (see section 1 in [I])
A scalar valued random field {X(z)},cra is called operator-scaling if for some d x d
matrix £ with positive real parts of the eigenvalues and some H > 0 we have

(X (25)}pema 2 {c X (2) }oepa for all ¢ > 0, (2.3)



where ¢ denotes equality of all finite-dimensional marginal distributions, and c¢® =
exp(E log(c)) where exp(A) = 377 47 is the matrix exponential.

Furthermore, a scalar valued random field is called stable, if all its finite dimensional
marginal distributions are stable (see [10], Def. 3.1.1), i.e. a-stable for an a € (0,2].
A random field, which is both operator scaling and stable, is called operator scaling
stable random field, or abbreviated: OSSRF'. In this thesis, two classes of OSSRF will
be considered, which are the OSSRFs in harmonizable representation and the OSSRF's
in moving average representation.

Theorem 2.8. (Theorem 4.1 and Corollary 4.2 in [1)])

For 0 < o <2, be W,(d¢) a complex isotropic a-stable random measure with Lebesgque
control measure (see [I0], p. 281). Be E a real d x d matriz with 0 < a1 < ... < a,
denoting the real parts of the eigenvalues of E, and let ¢ = trace(E). Let ¢ : RY — [0, 00)
be a continuous, ET-homogeneous function such that 1(x) # 0 for x # 0. Then for any
0 < a <2 the random field

Xy(z) = Re / (em¢> — 1) (&)Y W, (d¢), xeR? (2.4)

Rd

exists and is stochastically continuous if and only if H € (0,ay1). It is operator-scaling
and has stationary increments.

Definition 2.9. The representation (2.4) of the OSSRF {X ()} ,ega in Theorem [2.8]is
called harmonizable representation.

Theorem 2.10. (Theorem 3.1 and Corollary 3.2 in [1])

For0 < a <2 be Z,(dy) an independently scattered, symmetric a-stable random measure
on RY with Lebesgue control measure \*. Be E a real d x d matriz with 0 < a; < ... < a,
denoting the real parts of the eigenvalues of E, and let ¢ = trace(E). Be 3 > 0. Let ¢ :
RY — [0,00) be an E-homogeneous, (3, E)-admissible function. Then for any 0 < a < 2
and any 0 < H < (3 the random field

Xola) = [ (oo =)0 = ()"0 Zo(d), we RS (25)

exists and is stochastically continuous. It is operator-scaling and has stationary incre-
ments.

Definition 2.11. The representation ({2.5)) of the OSSRF {X, ()} cga in Theorem

is called moving average representation.
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Chapter 3

Approximation of OSSRFs in
harmonizable representation

3.1

Approximation

Be X, an OSSRF in harmonizable representation on the R%. In order to simulate this
random field numerically, the integral which occurs in its definition (see (2.4))) has to be
approximated by a finite sum. This approximation is performed in two steps:

(a)

Truncation of the domain of integration from R? to [—A, A]¢: The scope of inte-
gration is reduced from the complete space R? to the finite area [—A, A]? (for a
“large” positive real number A; in this thesis it is assumed that A > 1). Thus,
Xy(x) is approximated by

X =Re [ (¢ 1) p(©) 1 W) (3.1)

[_AvA]d

Discretisation: The integral over [—A, A]¢ is approximated by a finite sum, by
dividing [—A4, A]? into (2M)?% small hypercubes Ay, 1, of size (length of side)
D := £ (note: in this thesis, the d-dimensional vector of indices (ki,...,ks)"
will be written as 12), and approximating the function (e'<"¢> — 1) ¢ (&)~ ~a on
each of these small hypercubes by a constant value gi € [0,00). Thus, X;Z‘(x) is

approximated by the sum
AM
X" (r) = Re Z g - Wa(Ap) (3.2)
Ke{-M,...,M—1}d

with Ap:= [k - D, (k1 +1)- D) x ... x [kq- D, (kg + 1) - D) for each
K= (k... ko) e{-M,. .. M—1}
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In this chapter, two slightly different versions of the discretisation are considered: First,
(9i)ice, s set to

(e'<m%e> — 1) zﬂ(fg)’H’%, else

with & == (k1 - D, ..., kq- D)T. Then it is compared with a discretisation in which the
approximation g is set to zero not only for the indices ke {—1,0}¢, but for the indices
ke {-N,...,N —1}% for an additional integer parameter N > 0, i.e. g is defined as

oo 0, ke {-N,...,N—1} (3.0
k (€i<az,§ﬁ> _ 1) ¢(§1;)7H7%, else .

Thereby, the “hole” near the origin, for which the g are set to zero, doesn’t have to
shrink proportional to D = % for growing M, but can be kept at about the same size
2B=2N-D =2A- % by choosing N approximately proportional to M (Obviously B
doesn’t change if A and the quotient % are kept constant). The second version of the
discretisation is a generalization of the first one: The first version is equivalent to the
second with parameter N = 1.

. {0, | ke {-1,0} 5.3

3.2 Approximation error due to the truncation

It is desired to estimate the errors of the approximations (X;}(x) — Xy (z) and X;;’M(x) -
X} (x)) for a given x € R? i.e. to calculate an upper bound for the absolute values of
these differences. Because Xy(z), X (z) and X;;‘ M(z) are symmetric a-stable (Sa.S)
random variables, their differences are Sa.S random variables, too. Therefore, as a mea-
sure of the approximation errors, the scale parameters of their distributions (|| X}(z) —

Xy(x)||a and HXf’M(x) — X} (2)]|a) have to be estimated. According to equation (3.4.4)
in [10] (p. 122), such a norm for an a-stable integral is defined by || [pa f(§)Wa(dE)|la =

(fga | £(E) |ad§)1/a (this means that || [pa f()WaldE)||S = [ga [f()]*dE). Therefore, the

scale parameter can be estimated by an estlmatlon of this non—random integral.

Lemma 3.1. The scale parameter of the approzimation error due to the truncation can
be bounded by the following integral:

[0}

HX,[Z,(I‘) —X{?(g;)”a S/ } i<x,E> 1‘ w aH?ng
RY\[-A, 4]

10
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Proof.

[[Xo(@) = X @], = HRe /R (S = 1) ()T Wa(de)

~ Re / (<7 1) (€)1 Walde)
[~ A, A)

«
«

<

i<z,£> 1 —H—% Wa d
Re /Rd\[—A,A]d S Jve) )

_ / (
Rd\[fA,A]d

_ / ‘(€i<m,§> o 1)|¢“¢(£)—0¢H—q df
Rd\[—-A,A]d

[0}

q

ei<a:,§> _ 1) @Z)(f)_H_E ozd5

]

The error of approximation by truncation of the domain of integration can be estimated
with the help of Lemma [2.1] Proposition and Definition [2.3] as follows:

Theorem 3.2. There are positive real numbers C' and d', which depend on the approz-
imated random field Xy, (i.e. on the function ¢ and on the parameters o and H ), but
not on A, so that

|| Xy(2) = X3 ()| < C- ATt
and therefore (with C = CY* and §" = %)

| Xp(@) = X )| < C-Aa ",

This estimation is valid for all dimensions d > 2 and for all ET-homogeneous functions
W, even if Y can’t be represented in the special form of (in the more general case -
if 1 is mot in this special form - the value of Aq in this estimation is the largest real part
of eigenvalues of E).

Proof. According to Lemma |3.1
oo = Xp@ < [ e o1 (e
RI\[—A,A]d
Using the fact that ‘ei<m’§> — 1’ < 2, it follows that

Xy (@) — XA@)||* < 20 / (€)M de.
Rd\[—A,A]’i

11



Chapter 3 Approximation of OSSRFs in harmonizable representation

uniquely in the form & = T(S)ETZ(S) According to Lemma . there exists a C3 > 0 so
that 7(§) > C’3||§||1/’\d “%if ||¢]|o > 1. Because all norms on R¢ are equivalent, there is a
Co > 0 with ||€]|o > Cs - ||€]|ee for all € € R?, so that

In the polar representation depending on ET (see chapter I} ¢ can be represented

S 1/ S 1/Ag—6
()2 Gollell ™" 2 G (Cor i) 2 Gy (Gora) T = Gy At

if [|€]|0o > A and ||£]|o > 1. Therefore, if A is sufficiently large, ||£||cc > A = 7(§) > g(A)

with g(A) := Cy-AV2a=3  According to Prop081t10n 2, there exists a unique finite Radon
measure o on Sy such that

/le\[‘AvA}d(fw(f)_aH_qdf:/ /IRd\[—A,A}d(TETQW(TETQ)_O‘H_C’ o(df)rit dr.
R o Js

The inequality for 7(¢) implies that || 6] > A = 7(r® ) > g(A) and therefore
Lt aapt (17 0) < 1g(a) 00 (T(TET9)> = L(g(a),00 (). Thus

|| Xy (2) — X (@)||) < 2° / Loy a o (€)(€) 71 de

/ /S Ly a e (PE T 0)b (4 0) =14 5 (d)r9=" dr
/ ) /s Ligay.00) (M) (r™ 0) =0 o (df)re~" dr
/ /s —f o (d)r! dr

0

Il

l\.'J
te\
8

ﬁ|

Q

m
—~ =

=

S

Q

ay

B

Q.

QL

=

QU

(A)
1 o0
=2%. [ -T_O‘H} . 1/1(9)_0‘H_q o(d)
—aH g(A) IS
=0
— 9a 61 1 (A)_aH
= L H g
o 1 ~—a -5\ —oH
=9 'OI’E'Cle(AI/)\d )
_ C A aH+5/
with ¢ := daH and C' = 2* . C - C4 ol O

This estimation has the drawback that it contains unknown constants (C' and ¢'), so
that it can’t be used to calculate a concrete value for the error. However, it shows that

12



3.2 Approximation error due to the truncation

the error of estimation decreases with growing values of the parameter A, and converges
to zero if A — o0, and it gives an approximate estimate for the rate of convergence.

In a special case, if ¥ is a p-norm, then an estimation can be found, which only contains
calculable numbers instead of the unknown constants of the previous estimation, and
thereby allows to easily calculate an upper bound for || Xy (x)—X ! (x)||4. This calculation
uses the (d — 1-dimensional) Lebesgue measure of the || - ||.o-unit-sphere, i.e. of {x €
R?: ||z||lso = 1}. Therefore this integral is first considered in a lemma:

Lemma 3.3. The d — 1-dimensional Lebesque measure of So, = {x € R? : ||7||0 = 1}
8

/ lde=d-2° (3.5)
Soo

Proof. The set {z € R? : ||z]|c < 1} = [~1,1]? is a d-dimensional hypercube whose
edges have the length 2. Its surface {x € R¢ : ||7||o = 1} consists of 2d d — 1-dimensional
hypercubes whose edges have length 2, too. Each of this d — 1-dimensional hypercubes
has a Lebesgue-measure of 2¢7!. Therefore the whole surface {x € R? : ||z||, = 1}
(1-sphere according to the || - ||o - norm) has the measure 2d - 247! = d - 2¢. O

Remark 3.4. In the special cases d = 2 and d = 3, which are particularly relevant for
real data and for simulation, the measure of S, is 2-22 =8if d = 2, and 3-2% = 24
if d = 3. This can also be confirmed by a visualisation of this set in these cases: In the
two-dimensional case, S, is the perimeter of the square [—1, 1] and therefore consists
of four edges of length 2 each, their sum being 8, and in the three-dimensional case, it
is the surface of the cube [—1,1]3, consisting of six squares with side length 2. Each of
this squares has an area of 4, thus their total sum is 24.

This values of the Lebesgue measure of S, are used in the following estimation of the
approximation error in the case of ¢/ being a norm:

Theorem 3.5. If ¢ = || - ||, with 1 < p (i.e. if in the representation of equation (2.2)
the parameters are choosen as \y = ... = \g = C; = ... = Cq = 1, and the vectors

01,...,0q4 are the standard unit vectors of the R?), then

o 2a+d~d .
[Xp(a) = X[ < = A

which implies

d o
|| Xu(2) = Xp@)]], <2 <2aHd) ATH,

13



Chapter 3 Approximation of OSSRFs in harmonizable representation

Proof. According to Lemma [3.1]
oo = Xg@z< [ e o g
R\ [— 4, 4]
which implies for = || - ||, (and g =M+ ...+ Xg=1+...+1=4d):

«

) xR [ e el
R4\[—A,A]d

This integral is estimated as follows:

/]Rd\[ A,A)d ‘eiq’& B 1|a ||£H;aHfdd5
—A, ~————

<2«

<o [ el
Rd\[—-A,A]d

<o [ el
Rd\[-A,A]d

=2 [ [ il ntag v ar
A oo

=2° / / Ld¢-rof=d. 1 dy
A S

:20‘-/ 1d§-/ o =L gy

0o A

1 o0
< 20 . .99. {_.TQH}
LB3 —aH A
_ gatd . g ‘ A—aH

o

Corollary 3.6. Particularly, if d = 2 then || Xy (x) — X (x)||3 < 23 . A~oH
and if d = 3 then || Xy(z) — X} (z)||o < 22 . A=,

Remark 3.7. As the exponent of A is negative (in Theorem , the estimated error of
truncation converges to zero for A — oo. For any € > 0, a value for A can easily be

found so that || Xy (z) — X} (2)||3 < e: Be A := (535 - 5)_1/QH. Then

a+td atd -1\ e
[Xu(@) ~ X3 < E g 22 d<( = ) ) —c

o oH oH gatd .

14



3.2 Approximation error due to the truncation

Not only in the special case of a norm, but also in the general case of an ET-homogeneous
function 1 in the representation of equation , an estimation of the error of approx-
imation can be found without using the inequalities of Lemma or Definition Be
the ET-homogeneous function 1 defined as in equation , ie.

d 1/p
1/1(5(]) = (Z Ck |< x, O >|p/)\k>

k=1

with linear independent vectors 6;,...,0; € R Be assumed that 0 < A\, < ... < Ny
(this is no limitation, as the \; have to be positive anyway, and the indices can be chosen
according to the ordering of the );), and that A > 1.

Without limitation of the possible functions 1, we may assume that the vectors 6y,
1 < k < d in this representation of ¢ are of length 1 (i.e. ||f0x||2 = 1), as we show in the
following lemma:

Lemma 3.8. If not ||0k||a =1 for all 1 <k < d, then v can be transformed in order to
have this property, i.e. 1 can always be represented in such a form, by choosing Cy, ..., Cy
accordingly. Therefore it can be assumed that ||O||l2 = 1 for all 1 < k < d.

Proof. Be 0, := ||09:||2’ so that 0 = ||6]|2 - 0 and ||0x||> = 1. Then

d 1/p
Y(x) = ZCk |< 0 >]”/A’“>

k=1

d ~ P/ Ak e
= ch‘<$7||0k||29k >‘ >
k=1

d
= | X clouig™ - |< .0 >

1
~ P/M) /e
k=1
1
P/M) e

with Cy, = Cy |65, and ||6)]]2 =1 for all k € {1,...,d}. 0

d
= Zék"<$,9k>
k=1

Before estimating an upper bound for the approximation error, we estimate a lower
bound for the values of the function ¢ (Since now, be Cyp = min{Cy,...,Cy} and

Crnae == max{Cy,...,Cy}).

15



Chapter 3 Approximation of OSSRFs in harmonizable representation

Lemma 3. 9 Be Chin := min{C4, ..., Cy}, Cpaz := max{C1,...,Cy}
and G¢ = HEII €Sy ={¢eR: ||§||2 1}. Then

1/p

(a) I 1IElle = 1, then (&) = Colf - [1ell5™ - (i, < 06, 0 > )

1/p 1/M1 d p/A1 1/p

(0) I Il < 1, then (&) = Colf - Il - (s 1< 0 00 > )
(Remark: The only difference between the two cases is in the exponent of ||€]]2.)

Proof. From the assumption A\; < ... < \; follows /\% > ﬁ > )\% for all 1 < k < d, and

therefore a?/*x > a?/* for any 0 < a < 1, and v"/* > bP/Ad for b > 1.

If ||€]]2 > 1, then

d 1/p
Y(E) = (Z Ci |< &, 6% >|p”k>

k=1
d 1/p
> <Cmm Z |< 57 ek >|P/>\k>
k=1
d 1/p
= Coli [ D 1< O - [[€]2, O >|p/Ak>
k=1

1/p
= Gyl Z!Ifll”“’“ <95,6k>|ﬂ”k)

1/p
> Clh Z €115/ - 1< B, O >|”“1>

d 1/p
1 /X A
= O e (Z\< Oc, 0 >|" ) .

k=1
If ||€]]2 < 1, then ¢(&) can be estimated analogously:

1/p
) > Coli, (Z €15 - 1< 6, 61 >|P/*k>

1/p
> Coi, (Z €1 - |< e, B >|”“l)

d 1/p
=Cyr ||a|1“1-(Zl<0§,ek>|p“l> .

k=1
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3.2 Approximation error due to the truncation

If ||€]|co > A, then the first case is relevant, because ||€||2 > [[£||o > A > 1. O

Using these lemmas, the error of truncation can be estimated as follows:

Theorem 3.10. Be the ET-homogeneous function < defined as in equation (2.2)), i.e.

d ;
U(z) = (ZCk <z, 0y >|£€>

k=1

with linear independent vectors 0y,...,04 € R%. Be assumed that 0 < A\ < ... < Mg
(this is no limitation, as the \; have to be positive anyway, and the indices can be chosen
according to the ordering of the X\;), that A > 1 (which we may assume as we are only
interested in error estimates for large values of A), and that ||Okllo =1, 1<k <d
(compare Lemma[3.8). Then

—aH— q+d)\d

HXM:E)—X{Z‘(m)H < C-A

with
Gomooc v ] Ad
e aH +qg—d)\g

—Ha—q

. . . s d -2 P .
if d\g —q < aH (using the notation I := fs2 <Zk:1 |< B¢, 0, >| A1) dfe with
Sy i={E € R |[¢]l2=1}).

Proof. According to Lemma

@ -l < [ e ] e g
R\ [~ A,A]4

which is not more than

i<z, &> —aH—q
/Rd\[AA]d € -1 *

2a . —aH—q d
< f d\[_A,A]dW ¢

—aH—q

d
s2°‘-/ Cr el - (3 1< 06,0, > ¢
R\ [ A, 4] ,; ¢

—aH—q

—aH—q 703qu d o P
< Cui lelly (301 e, > &
{eeR[g]l2>A} —

D=

17



Chapter 3 Approximation of OSSRFs in harmonizable representation

—aH—q
—al—q o0 —aH—gq d o ’ d—1
=20.(C 7 / / ra (D )< 0, 0 > e -t dr
A SQ kil
—aH—q
—aH—q oo H*q_,’_d_l d B P
=20.C . ° / Y dr~/ D 1< O, 0 > dbe
A 92 \ k=1
i
—aH—q )\d 7(xH7q+dAd © -
:2a . C P . r Ad . _[
e,
—aH—gq >\d —aH—g+d\gq ~
=2¢.C .» . | —=A Ad I
mn —aH —qg+d\; ( )
:2a . Cfaf*q - Ad A*&H;;}«kd}xd

], d
mn ol +q—d)\g

if the exponent M
d

is negative, i.e. if —aH —qg+d\; <0 dN\g—qg<aH. O

Remark 3.11. Because the exponent of A is assumed to be negative, the error estimate
converges to zero for A — oc.

Corollary 3.12. If all eigenvalues of the matriz E are equal, i.e. A\ = ... = Ay, then
q = d\y, and the term of the estimation is reduced to
—oH-d\y ) CwH
Xy(z) = XJ@)||" <2007 1A
H w(I) ;Z)(x)Ha— min aH 1
—aH—q

The integral I = s, (ZZZI |< O, O >|ﬁ> * db is dependent only on the param-
eters of the approximated random field X (like H and the parameters of the function
1), but independent of the approximation parameter A. As no estimation in a simpler
form was found for if d > 3, it has to be approximated numerically in each concrete case
(which can be done in a sufficient precision on a modern computer within a fraction of a
second). For the case d = 2, the integral can also be estimated as follows (however, the
numerical approximation of the integral gives a much better result also in this case):

Corollary 3.13. In the two-dimensional case (if d = 2), the Integral I can be estimated
~ aH —aH—
by [ <2m-2 T (1—1]<01,0, > *)"2n ", so that the inequality

1 (2) = X3 (@)]la

—aH—q 4q H—q Qa 27T . )\2 aH—/\>\1+/\2

<C 2% 1 01,0 2) 72
P . A . — < > 1 - -
- ' ( | 172 | ) OéH + )\1 — )\2 ’

min

follows (provided that the exponent of A is negative).
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3.2 Approximation error due to the truncation

Proof. Be a; the angle between the vectors 0¢ and 0, o, the angle between the vectors
¢ and 6, and oy, the angle between ¢; and ;. Then (using the fact that |[6;||s =
||92||2 = ||9§||2 = 1) it follows that

| < 0,60, >|=|cos(ay)], | < 0,0 > | =|cos(az)], | < 01,05 > | =]cos(aa)]

Then
p/A1 P/ e
(1< 06,01 7 + < 0,0, > ")
p/A1 p/A e
2<max{|<85,91>| |< 0c, 05 >| })
p/M e
= ((maxf|< 0,01 >, |< 6,6, =)™

= (max{|cos(ay)|, |cos(az)|})™

= (max{|cos(a1)]|, |cos(a; + a12)|})1//\1

> min { (max{Jcos(3)] lcos(8 + arz) P |

= min { (max{|cos(3 = 7/2)],Jeos(3 + ara = m/2) ) |
= min { (max{[sin(3)], [sin(8 + arz)| 1)/ }

= (max{fsin(—a12/2)| in(ez/ )

s (222 > (el ) o v

2
1 E 1 1
—97a < 1— cos2(a12)> o (1— ] <6,0,> )

which implies

—aH—q

(|<9§,91>y%+|<95,92>|%) © b

1 1\ —aH—q
(2—n (=< 01,0, > ) ) oy

—aH—q
<2 ™ '(1—‘<91,92>‘2) 21 /1(195
Sa

aH —aH—q

<N (1— < 00,0, ) 2r
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Chapter 3 Approximation of OSSRFs in harmonizable representation

For a numerical approximation of the integral I, be v = /\% and v = %. Then
I~ = / (|< 95,91 >|V + |< 9&,92 >|u)'y d&g
Sa

which can be approximated (with n support points) by the sum

_27r -

S, - Z (| < (cos(¢e), sin(¢))", 64 >‘V + |< (cos(¢r), sin(¢r)) ", b2 >‘V)7

k=1
with (; := 27” - k.

Table[3.1|shows approximated values of I for the parameter values v = 1.0 and v = —3.0.
One of the vectors which are parameters to the integral is set to #; = (1,0)7, and the
other is 6, = (cos(vs),sin(vy))” for different values of vy (vy € {557, ..., 337 }). Thereby,
[ is the estimation of [ according to Corollary , while §4k and 56% are the numerical

approximations of I with 4000 and 60000 points of support.

From this table, several conclusions can be drawn (for the used sample of parameter
values):

(a) The difference of the approximations §4k and 36% are relatively small. Thus it may
be assumed that only a few thousand (e.g. 4000) points of support are necessary
to obtain a sufficient approximation of the integral for most purposes.

(b) The estimation of I in Corollary overestimates the integral by a large factor.

(¢) The values of Segy, - sin(vs)? didn’t show large differences for different values of
vy. They were all in the interval [3.0,3.25]. Therefore, the term 3.25 - sin(vg) ™2
seems to be a relatively good approximation for I with the parameters v = 1.0
and v = —3.0. A comparison with similar tables of numerical approximations for
other values of v and v suggests that, generally, I may be estimated quite well by
I <C,, -sin(vy)"™*!, where C.,, is a number which depends on v and v (but not
on vy).

20



3.2 Approximation error due to the truncation

(0 I Sak Seor | Seok - sin(vg)?
0.05-7 | 13130.2360 | 123.2474 | 123.2392 3.0159
0.10 -7 | 1703.4240 | 31.9048 | 31.9043 3.0466
0.15-m 537.1920 | 14.9577 | 14.9576 3.0829
020 -7 247.5220 9.0309 9.0309 3.1201
0.25-m 142.1723 6.3106 6.3106 3.1553
0.30 -7 94.9286 4.8684 4.8684 3.1864
035 -7 71.0603 4.0458 4.0458 3.2120
0.40 -7 58.4320 3.5720 3.5720 3.2309
045 -7 52.1687 3.3239 3.3239 3.2425
0.50 -7 50.2655 3.2465 3.2465 3.2465
0.55 -7 52.1687 3.3239 3.3239 3.2425
0.60 - m 58.4320 3.5720 3.5720 3.2309
0.65 -7 71.0603 4.0458 4.0458 3.2120
0.70 - m 94.9286 4.8684 4.8684 3.1864
0.75 - m 142.1723 6.3106 6.3106 3.1553
0.80-7 247.5220 9.0309 9.0309 3.1201
0.85-7 537.1920 | 14.9577 | 14.9576 3.0829
0.90 -7 | 1703.4240 | 31.9048 | 31.9043 3.0466
0.95 -7 | 13130.2360 | 123.2474 | 123.2392 3.0159

Table 3.1: Estimation and numerical approximation of I with v = 1.0 and v = —3.0,

where v, is the angle between the vectors 6; and 6s. [ is the estimation of T

according to Corollary , while Sy and Seoy are the numerical approxima-
tions of I with 4000 and 60000 points of support.
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Chapter 3 Approximation of OSSRFs in harmonizable representation

3.3 Approximation error due to the discretisation

3.3.1 Approximation error if 1) is a p-norm
First version of the discretisation

In the first step of approximation, the random field X, (x) was approximated by

X (z) = Re / (e8> — 1) (&)~ Ha W, (de). (3.6)
[7A7A]d
Now, this is approximated by the sum
XM (@) =Re ) (€% —1) (&) Wa(Ap) (3.7)
keJ

with J == {=M, ..., M — 1}\{-1,0}%, &g := D -k = (D - ky,..., D - k)T and
Ap =1k -D,(ky+1)-D) x...x[kg-D,(kq+1)-D) for cach K = (ki,..., ko)T € J.
Written a bit different, this means that

XpM@)=Re > ge Wa(Ap) (3.8)
ke{—M,..,M—1}¢

with

=1 ke {-10y
gk_{(ei“ff—l)w@@—ﬂ—& else - (39)

Like the error of approximation which is caused by the truncation of the domain of
integration, the error of approximation due to the discretisation of the integrand function
(X[ (z) — XQZ"M(x)) is a symmetric a-stable random variable, too. In this section, an

estimation of the scale parameter || X}(x) — X;;’M(a:)Ha will be calculated:

Lemma 3.14. For qu’M(x) defined as in equation (3.8)), the scale parameter of the
error random variable can be estimated by

HX{Zl(x) B qu,M(ﬂ:)Hg < Z /AH ’(ei<x,€> — 1) w(g)fog g adg (3.10)

Ke{—M,...M—1}¢
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3.3 Approximation error due to the discretisation

Proof.
17 (@) = XM (@)lla

07

o G O RN ATO RS D DR AT

kel _11d
ke{-M,....M—1} o

6z‘<ac,§>_ —H—g
< /[AA] S 1@ 1) (&) ~E Wia(de)

d
Ke{—M,. . M-1}d

«

- /[—A AJd Z 1AE<§)gE Wa(dé)

i d
ke{-M,....M—1} o

«

) /[A,A] Do 1O (@9 = 1) w(©) T — gg) Walde)

d
ke{-M,..,M—1}d N

67

Lol X @ (e e )|

Ke{—M,..,M—1}¢

- /[—A Al Z 1a;(€) ‘(ei<x’£> - 1) B — g

Ke{-M,...,.M—1}d

= 3 [ e e g

Ke{—M,..,M—1}4

[0}

dg

o

dg

]

Lemma 3.15. With g being defined according to (3.9), the term on the right side of
(3.10) in the previous lemma can be estimated further by

3 / (<26 1) p(e)H—2 —gk‘ d¢ <Ip+ 1 + I (3.11)
Ke{—M,...M—1}¢
with

o=l Vel e e

=2 |[ellg - D2 / ()1
[7A7A}d\[7D7D]d
=2t 3 () 1 E - ug) R de
keJ AR
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Chapter 3 Approximation of OSSRFs in harmonizable representation

Proof. Using the definition of gi in (3.9)), the right side of (3.10)) is equal to

> / (<2 — 1) (&) 1% - g de

Ke{-M,...M—1}d

— Z / z<ac£> ¢(§)— —% . (€i<m,§1;> . 1) ¢(§E>_H_

Ke{—M,...M—1}d

Qe
[
-
—
~1
SN—

q e

= D> (5o = 1) (&) 3| dg
Ke{—1,0}d Ak
+ Z/ 1) ()T - (e — 1) () [ g
key Ok

The absolute value in the second line can be transformed and estimated with the triangle
inequality as follows:

(087 = 1) (&) Fa — ("0 — 1) w(g) e
= [(e" 1) () e — (e — 1) () e
+ (e = 1) ()T — (¢ — 1) 0 (¢
(=7 = 1) (&) a — (ei<z’fﬁ> —1)p(g) e
| (e — 1) ()R — (< — 1) () |

o (G )w@) e +\<ei<l”fﬁ>—1) (O — () )|

~—~

b
~—~

)

~

IN

As a € (0,2], this implies:

[e%

Q

‘(ei<x,£> . 1) ¢(€>—H—g . (€i<x,§];> . 1) w(fﬁ)fog
< ( (€i<a:,.£> _ €i<m,ﬁﬁ>) ¢(§)_H_% (ei<z,§ﬁ> _ 1) (¢(§)_H_g _ ¢<§E)—H—g
<2. <‘ (€i<x,£> _ €i<x,£1;>) ¢(€)—H—g “ + ‘(€i<90,§12> _ 1) (¢(§)—H—% — ¢(§E)_H_

—9. }ei<x,§> i 6i<w’§ﬁ> (@—aH—q +92. ‘6i<$,£f(’> B 1‘01 w(g)fog N ¢(£E>—H7g

+
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3.3 Approximation error due to the discretisation

Therefore

dg

q

(@< — 1) ple) % — g

>

l_(’E{_Z\J 7777 M_l}d k

D IR N (e Gl

_, A
ke{-1,0}4 k

+ Z/A ‘(ei<x,§> . 1) w(g)—H—% . (€i<x,£12> . 1) w(ff(’)_H_a @

ke " 7K

< i<wl> 1 o —aH—q d
<[,k () dg

+92. 2/ |ei<z,§> . €i<z’512>
keJ " Tk

Ty(e) T de

[0}

() THw —y(gp) R | de

23 [ e -

Because |e — 1] < 2 and e — 1| < |¢| for all ¢ € R, the inequalities

<78 — 1 < | <2, &> | < laflo - [€]l2,
e1<nE> _ i<n&e>| = |ei<eE6> _ 1| < lally - |IE — &glla < |[alla - DV,
|ei<x7$12> _ 1| <2

hold, so that

«

2. /A (e 1)) E - gy de

Ee{_M 7777 M_l}d

<l - [ Tl )"

+ 2l DodE -3 [ e

keJ
vz 30 ot - uigm# [ ag
Kes Ok
Because the Ay are disjoint, and Y, Ap = [—A, A]"\[=D, D]%, the second term can
be written also as
2 |Jallg- D% - [ () g
[_AvA]d\[_DvD}d
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Chapter 3 Approximation of OSSRFs in harmonizable representation

Theorem 3.16. Be v the p-norm (in the representation (2.2)) of 1, the parameters are
chosen as Cy = ... =Cy = 1,\ = ... = A\g = 1, and the vectors 01,...,04 form the
standard base of the R?). Be also assumed that 0 < H < 1. Then the approzimation
error due to the discretisation can be estimated by

X2 @) = XM @)J: < (Cou+ Cra) - D0 4 Gy Do

with
- dl—i—% . 2d
Cow=|lzllo - 272
0. = ||2]]2 ol — H)
_ . 145 . 9d+1
Cre=||z]]3 - T

C, = 20+2 . jlita. H+§ a. 4d—1+i
2 a a(l+ H)

Proof. Lemma |3.15| implies for this specific choice of ¢, that

2. /A e - e - g

Ke{-M,...,M—1}d

de < I+ 1+ I

with

lo=llells [ 1l -l g
[_DvD]d

h=2-Jlellg - Dot - [ lelly =~
[_A7A}d\[_D»D]d
a _H_g _H_g “
=230 [ ]lell " el e
kes 7oK

(the identity g = d follows from the choice of the parameters \i,..., \g).
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3.3 Approximation error due to the discretisation

The term Iy can be estimated as follows (under the assumption 0 < H < 1):
o=l [ 1l -l
[7D9D]d
<lollg- [ (Va-lille) el
[_DvD]d

= lelly - d3 / el e-ag

a / I~ I ¢ - v dr
/ / 1 d( TafaHfdedfl dr
0 S

D
lallg - -a-20 [ ettt gy
LB 0

1 D
= ||z||5 - Atz . 9d. { .TQ—QH}

wR

=[5 -d

S
N]l)

= [f5 -

a—aH 0
d1+% . 2d ~
_ a @& e Doz(lfH) =C i Da(lfH)
HxH2 a<1 _ H) 0,
. ~ o 1+a/2 9d
Wlth CO,CC = ||$||2 . da(l—HQ) :

The term [, is estimated similarly: The integral is

/ el de

[_AvA]d\[_DvD]d

</ el de = / / - ¢l dc - v dr
A,AJ9\[~D,D]d

//1d§ prof—dtd=1 g _ de/r_o‘Hldr
oo D

1 d 24
d —aH aH —aH
— .90 {— oy ] — = (D - AeH)
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Chapter 3 Approximation of OSSRFs in harmonizable representation

Therefore
B2 il o / €[~ de
[-A,A)4\[-D,D]4
<2 |alfg- Dot - L2 (oo oo
a 2 aH
di+s . 9d+t
= (o2 Da . D*OﬁH B A,aH
i iy :
1+5 | 9d+1 .
Agle. L 22 pa-a
<|lz]]3 —
— 61730 . Da(l—H)
with Gy, = ||zlg - L2220

. _H-4 _H—2
Finally, the term I, = 2" . 3" - fA; el ™= — gl @
The Mean Value Theorem implies for a,b > 0 that

(6%
d¢ is estimated.

a i —pH-3% <la—bl- ’—H _d —H-%-1

-m

«

with a m > 0 which fulfills m~#=%~! > max(a~#~a71, b=#~5~1), i.c. m < min(a, b). Be
now

g 2= nf (lell) (3.12)

_gd_ A
Then, for all £ € Ap, we have ,uEH "t > ||§||pH a (note that also & € Ap) and it
follows that

_H—4 _H-4
«@

€l = = 11kl

_H—-49_1
S|||§||p_||£ﬁl|p|'|_H_d/a|',ulz “

<d-D-(H+d/a)- ;LIEH7771

Qla

(using the fact that [[€]],]1&zI| € Ag p = 1= |[[€ll, — I&ll,| < li¢ - &ll, < d- D).
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3.3 Approximation error due to the discretisation

With this inequality we obtain

H,,

o -H
I, =21 gl = llggls
k

keJ

52”“'2/ (- D (H +dfa) - " 51) de

keJ Tk
— 2% 4o D (H 4 d/a)” Z/ col—d-age
keJ
— olta ga pa, (H+d/a . D% ZM_aHda

keJ

p is defined as pg = infeen (|[§]],), L. pg = |1€z1],, where fk is the corner of Ap which
is nearest to the origin. From Ap = [ky - D, (k1 +1)- D) x ... X [kq- D, (kg + 1) D) it
follows that

& = (lél-D,...,/%d-D)T:D- (%1,...,kd)T:D-t(E) (3.13)

= ~ - T
with (k) = (klkd) and (for j € {1,...,d})

- [k k>0
k) :{ ’ e (3.14)

Therefore
ZM—QH d—a __ Z Héﬁ”;aH—d—a D~ aH—d—a Z ||t | —aH—d—a (315)
keJ keJ keJ

If the set of index vectors J is divided into 27 parts according to the sign of the com-
ponents of these vectors k € J, and two of these sets are compared, e.g. J' :={k € J :

ki >0, 1<j<d}={0,....,M—13\{0} and J" :={k e J:k; <0, 1 <j<d} =
{—M,...,—1}\{—1}% it can be shown that the sums of Ht(E)H;aH—d_a on these sets
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Chapter 3 Approximation of OSSRFs in harmonizable representation

are equal:
7 ~ —aH—d-a
ZHt ||_O‘H d— a Z (|k1|9++|kd|p> P
KeJ” Ke{—M,...,—1}a\{—1}d
—aH—-d—a«
ERE] Z (Jkp + 1P+ ...+ kg + 1)) »
} Ke{—M,...,.—1}d\{-1}d
Hed—a

= > (|k1]? + ..+ ka|?) ™ 7

Ke{—M+1,...,0}9\{0}¢

- S (Rl k)T

ke{0,...,M—1}4\{0}4

—aH—d—«
= Y (kP +. k)
keJ’
= 3 IR
keJ!

For other parts of J, this equality can be shown analogously. With these equalities, and
the fact that Vk > 0:k =k = Vk € J': t(K) = K, it follows that

ZHt || aH-d—a _ od ZHt H aH—d—a Zd'ZHkH;aHfdfa (316)

keJ keJ’ keJ’

Therefore

[2 S 21+a . da . D> . (H—I— d/Oé)a X Dd X ,ujaH_d_a

k
keJ
<21+a'da'Da'(H+d/Oé) DdDaHda ZHt H —aH—d—a
keJ
< 21+a_da . (H—Fd/Oé)a'D_aH .Qd' Z Hl_{’“;aH—d—a
keJ’

For each m € {1,..., M — 1}, be
J. ={keJ : max(k;) =m} = U{ke {0,...,m}*: k; =m}.

1<5<d

Then
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3.3 Approximation error due to the discretisation

(a) The sets J!,,1 < m < M — 1, are disjoint and their union is (J"_ J/, = J'.
(b) If K € J/, then ||K||s =m

(c) The number of elements in the set J/, can be estimated by

d
#J&SZ#{EE{0,...,m}d:kj:m}:d-#{ﬁe{O,...,m}d:klzm}
j=1

=d-(m+1)"!

Using these properties of J/,, the sum can be estimated as follows:

DIk < Y HEHSOO“H‘d‘“ = Z > Il

keJ’ EEJ’ m=1ge g1
Z Z mfaH d—a
m= 1k€J’
M
<) d-(m4 1) ImeH e
(¢) 1
M 3 d—1
o (e ) )
m=2
3 d—1 M
m=2
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Chapter 3 Approximation of OSSRFs in harmonizable representation

We obtain as an estimation for Is:

(3/2)"

I, < 2a+d+1 . d1+a (H d o D—aH X 2d—1
2= (H +df) T

(1- M—a<1+H>))

3d71
< 2a+2 . dl-‘ra . H d a D—CXH . 4d—1
< (H+d/a) + A1)

- 52 . DiaH

3d— 1

with 612 — 9a+2 | Jlta (H + d/Oé)a . <4d—1 + a(_l‘i’H))'

From these estimations of Iy, I; and I, and the lemmas and we conclude that

«

dg

X0 (@) = XpM@)lla < Y /A ‘(ei<xvf> 1)) R g

ke{—M,..,M—1}¢ " Tk
<Ihy+ I+ 1
< Cop- D 4 Oy . D) L O, potl

with

. d1+a/2_2d

Con = [

0, H'CEH2 04(1 — H)

_ . Ji+e/2 . gd+1

01790:||$H2'a—H

~ 12 g1+ d—1 341
Co =2 . """ . (H+d/a)* - |4 R —
2 (H+d/a) ( +a(1+H))

O

Remark 3.17. If expressed using only the parameters A and M (and not D), then this
estimation has the following form:

X7 (@) — XM (@)]|% < Cong - M7 4Oy - M7 4 Gy - MOH

P
with
_ Ji+e/2 . od
C .= a.—.Aa(lfH)
oo = llellg - S
~ N d1+a/2 . 9d+1 e
Cl,A,:L" = ||xH2 . T . Ao(1=H)
~ 3d—1
C _ 2a+2 . d1+a (H d a 4d—1 I A—aH
2.4 (H +df) T
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3.3 Approximation error due to the discretisation

Remark 3.18. The estimation of I, contains the factor D~*¥ and thus increases if D is
chosen smaller (or, equivalently, if M is chosen larger, see Remark , which is not
desired. Obviously, the reason for this undesired asymptotic behaviour is the fact that for
smaller values of D, the “hole” near the origin, which isn’t considered when estimating
I5, also decreases. Thereby, the domain of integration is enlarged in the area where the
integrated function takes its largest values, and thus also the integral increases. This
problem can be avoided by setting ¢ to zero not on [—D, D]? but on an environment
of the origin whose size is independent of D, e.g. on [—B, B]¢ for a fixed parameter
B > 0. Therefore a corresponding version of the discretisation is also considered in the
following.

Second version of the discretisation

In a variation to the previously presented discretisation of the OSSRF Xy (z), this OS-
SRF is again approximated by a sum in the form of (3.8)), but now with a different
definition of the function g:

0, ke {-N,...,N—1}
QE:{ { } (3.17)

(e <™= — 1) (&)~ H4a, else

(with N € N). This can be considered as a generalisation of the previous variant of the
discretisation, because the first version can be obtained by setting N to the value 1.
As an additional parameter, N, is used for the approximation, the discretised random
field is now denoted by X$ MN (in contrast to the previously used X;‘ ’M). Thus, the
“truncated” random field

X =Re [ (@ 1) p(e) 1 Wa(de)
[_AvA]d
is approximated by the sum

Xy (@) =Re Y (595 — 1) v(g) ™" Wa(Ap) (3.18)

EEJN

with Jy = {=M, ..., M —1}"\{=N,...,N =1}, & :== D -k = (Dky, ..., Dkg)" and
Api=1lki-D,(ki+1)-D)x...x[kq-D,(kg+1) D) for cach k = (ky,... kg)* € Jy.
(Note that .Jy is defined different from the set J in the first version of the discretisation).

This can be interpreted as setting ¥(¢) = 0 not only on [—D, D]? (as in the first version),
but on [-B,B]¢ with B=N-D = N -4 = & . A Thereby, this environment of the
origin which is not considered in the approximation, can be kept at an almost constant
size if N is chosen approximately proportional to M.
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Chapter 3 Approximation of OSSRFs in harmonizable representation

Lemma is also valid for this version of the discretisation, as it doesn’t use any
information on the definition of the function g;:

1@ =X @l Y] e g e

Ke{—M,...M—1}d

From Lemma [3.15] a similar lemma can be derived for this version of the discretisation:

Lemma 3.19. With g;: being defined according to (3.17)), the term on the right side of
(3.10) in Lemma can be estimated further by

Z / ‘(ekx’& - 1) ¢<5)7H7§ — 95 adf <+ L+ 1

- A~
ke{—M,...M—1}d "k

with
=il [ el wie) g
[7B’B]d
h=2-|jally- D o(€) - edg
[7A,A]d\[7B7B]d
R=2 3 [ Jue Tt - g ag
EEJN k
Proof. The proof of this lemma is analogous to the proof of Lemma [3.15 m

The approximation error is estimated again for a p-norm as E-homogeneous function
(analogous to Theorem [3.16]):

Theorem 3.20. Be 1) the p-norm, i.e. the parameters of 1 in the representation ([2.2))
are chosen as in Theorem[3.10. Then the approzimation error due to the discretisation
is mot more than

IX2 () = XN @13 < Co - B0 4 (Coapa + o) - D°

with
. d1+% _2d
C = @, 0
0, I|l’||2 04(1 o H)
- N dl-i—% . 2d+1 ol ol
Crae = Ilall§ - S (B70H — Ao

d 3!

« 01(

S (A
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3.3 Approximation error due to the discretisation

Proof. The choice of the parameters implies again ¢ = \; + ... + Ay = d. Following the
lemmas and [3.19]

) - X @l S e - e - g e
Ke{-M,..,M—1}d Ak
<lh+ L+ 1

with Iy, [; and I being defined as in Lemma [3.19]

The results for Iy and I; can be calculated analogously to their estimation in Theorem
0. 10l

The term

e 7H7§ 7H7ga
n=2ee 3 [ el el g
EEJN AE

is estimated as follows:

As already shown in the proof of Theorem [3.16]

_H—4 _H—4 _H—4_1
el = gglls ™% < d- D - (1 + dja) i

with pg == infeea ([|€][,), and with this inequality we obtain (analogously to the calcu-
lation in that proof):

o _H_g _H_g :
R=2 3 [ el - el e
. Ar
keJn k
<9 DY (H +dfa)” DY et
EEJN

With Jy = {k e Jy:k; >0, 1 <j<d} ={0,...,M—1}\{0,...,N — 1} we can
write (analogous to (3.15)) and (3.16)):

Z MiaHfdfa _ DfaHfdfa . 2d . Z ||E‘|;aH7dfa

keJy keJ),

Therefore

I < glta  ga (H—I—d/a)a LD | 9d Z ||E||;aH—d—o<

keJly
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Chapter 3 Approximation of OSSRFs in harmonizable representation

The sum can be estimated, analogous to the similar sum in the proof of Theorem
as follows (with L,, := {k € Jy : max;<j<q(k;) = m}):

M-—1
SR <3 ke = 3 S ket

keJly keJy m=NkeL,,

M-1
— E E m—aH—d—a

m=N EeL»m

M
<Y o d-(m+ 1) et
m=N

M 1\t
<d- ((N 1IN e Y (1 + E) m_O‘H_O‘_1>

m=N-+1

36



3.3 Approximation error due to the discretisation

We obtain as an estimation for Is:

ol d—1
I2 §2a+d+l . d1+oz . (H + i) . DfaH . ((1 + i) NfaHfafl
a N

+ 1+; - ; (NfaHfa _MfaHfa)
N+1 a(l+ H)

d 0% D d 1
:2a+d+1 . d1+a . (H + _) . D> . <<1 + _>
« B

BaHa

UU|U

<QoFdH L gt (H + ﬁ) D
(07

—9ot2  jlta <H+ ﬁ) . Do
o

3d71

. 4d—1 . B—aH—a B—aH—a . A—aH—a
( e )
=Cyap - D"
with 52,14’3 :2a+2,d1+oc.(H+ ) (4d 1. g-aH-a ?1:;{ (B aH—a A_O‘H_O‘)). []

Using the results for || X, (z) — X (2)[|% and || X} (x) — qu’M’N( )||%, the total error of

the approximation ||Xy(z) — Xﬁ’M’N(x)Hg can also be estimated:

Corollary 3.21. Be 1) a p-norm as in Theorem[3.20. Then

HXw(l’) - X{E’MVN(@ < C-AH 4 C . peti=H) (5'1,,4,3,95 + 52,,4,3) D“

with
~ atd
¢= - aH : e
G = lallg ﬁ
Cronpa = Ilellg - 20 (et — o)

aH

~ d\*“ d—1
Coap = 20T2d" . (H + a) : (4d_1B—OéH—a + (3

—aH—-a  p—aH-a
o (7 a)
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Chapter 3 Approximation of OSSRFs in harmonizable representation

Proof. Similar to the proof of Lemma [3.14] the error of estimation can be estimated by

«

Xylr) = XM ()

e}
«

_||Re / (=08 D) () T EWLdE) — Y g WalAp)

kel _11d
ke{—M,..,.M—1} o

67

L= —nue twiig - g [ 16,0 Walas)

Ke{—M,...M—1}d

IN

«
«

_ / (<o =) = 3 g1 (6) Walde)

Ee{_M 7777 M_l}d

«
«

:/Rd (e8> — 1) (&) Ha — > 1 (§) - gg| d€

Ke{—M,..,.M—1}d

If & € RA\[-A, AJ%, then 15_(§) = 0 for all K € {—M,...,M — 1}, which implies

-----

-----

«

/R e — e a =y Tag(€) | de

Ke{-M,...M—1}d
_/Rd\[—A,A]d (

+/[A,A]d S 1 © (U =) (@ - )| dg

Ke{—M,...M—1}d

q

ei<x,£> o 1) w(g)_H_E a déf

Together with ¢ = || - ||,, this implies
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3.3 Approximation error due to the discretisation

«

[Xo(@) = X (@)

«

1<x _H_%
= B [
Rd\[_A’A}d

+/[_A,A]d S 1O (=) el - g)| a

Ke{-M,...M—1}2

B /Rd\[ A,A)d ‘eiq’& N 1‘(1 |‘5|’;aH7ddf

ocdg

1<z *H*% “
TR D ] P
Ke{—M,...M—1}d "
According to the proof of
A . gotd . g
/ ‘ez<x,§> _ 1‘ ||€||;aH_dd€ S X A—aH
Rd\[—A,A]d

and according to Lemma [3.19

> /A ’(GK"’”’£> ~ 1)) g e <+ I+ I

Ke{-M,..,.M—1}d
with Iy, I; and I3 as in Lemma [3.19] With the proof of Theorem [3.20] it follows that
a 2‘1+d -d
<
a aH
Sé CATH 4 50,90 - Bet=i 4 (517A,B,x + 52,A,B> D~

wa(x) — XM () /Ry A S

with
. 2a+d -d
C =
oH
- dits . od
Coy = ||| - 222
0, H$||2 Oé(l _ H)
~ a d1+% : 2d+1 —a —a
C’1,A,B,ac = ||{L‘||2 : Oé—H (B r— A H)
~ 2 714 d\*® d—1 H 31 H H
et ) (e o

]
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Chapter 3 Approximation of OSSRFs in harmonizable representation

Remark 3.22. In this version of the discretisation, the error estimate is a monotonic
increasing function of D, i.e. it can be reduced by choosing a smaller value of the Pa-
rameter D (or, equivalently, by choosing larger values of M and N, so that D = % = %
becomes smaller). The estimation for I is independent of D, while the results for /; and

I contain the factor D and therefore converge to 0 when D — 0.

The error estimates of the approximation can be made arbitrarily small by choosing
suitable values for the parameters A, B and D:

(a) First, choose a sufficiently large value for A so that the error of truncation is smaller
than a given limit € > 0. (this is possible, because the error estimate converges to
0if A — o0).

(b) Then choose a sufficiently small value of B, so that 50@ - BoU=H) < ¢ for a given
limit &’ > 0 (Because the exponent is negative, we have limp_.o Cp , - Be(=H) —
for every fixed z € RY).

(c) Finally choose a sufficiently small value for D, so that (617,473@ + 527,473) D> < &

for a given ¢” > 0 (i.e. choose D so that 0 < D < ((6’17,473@ + 52,,473)’1 gMe,

Thus, the errors are kept smaller than certain given limits (in the latter two steps,
appropriate values of B and D should be chosen so that M = % € Nand N = % e N).

Remark 3.23. The algorithms for the simulation of two- or three-dimensional OSSRF in
harmonizable representation, which are presented in this thesis, approximate an OSSRF
in the points # = oz = % -m for m € {—M,..., M — 1} (see sections and
. For these points, the euclidean norm which appears in the terms [ and 7, is
zwlle = % - [|mfo. fm e {-K,..., K — 1} for some K € {1,..., M}, then

v v T
-l = — - |lm < —. - = —. - K.
||z ]2 y HmHQ_A Vd - || |s v Vd- K

Therefore
T . d1+a A 2d
I < Ao . Ko -Ba(l_H)
0= a(l —H)
a d1+a . 2d+1
]{SA—a'Ka‘Da_ﬂ_ (B—ocH_A—aH)

aH

for v = xm withm € {—K,..., K —1}¢ (fora K e N, K < M).
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3.3 Approximation error due to the discretisation

3.3.2 Approximation error for general v

In this subsection, be 9 a function which fulfills the assumptions of Theorem [3.10] i.e. it
is a function in the representation (2.2)) with linear independent vectors 64, ...,0; € R?
for which ||61]]2 = ... =||0al]o = 1, and 0 < A\; < ... < A\g. In order to be able to use
Corollary [2.6] we also have to assume that 0 < p < 2);. Be also assumed that for the
parameters A, B and D the inequalities 0 < D < B < \/Lﬁ and 1 < A hold, and that

N = % and M = % are integers. As already defined in Lemma , be also in this
subsection Crpin = min{C1, ..., Ca}, Cpaz := max{Cy,...,Cq}, So:={{ € R?: |[€]]2 =
1} and 6 := £ € S,. As in Theorem [3.10, be I a short notation for the integral

[1€112
—Ha—q
ng (Zizl |< efaek’ >|_ﬁ> g d@g

Remark 3.24. Obviously the first version of discretisation is a special case of the second
one, which is obtained by setting N = 1. In this case, the value of Bis B=N-D = D.
Therefore, results for the first version can be derived from the results for the second
version by setting N = 1 and B = D. Thus, in this subsection the results are calculated
for the second version of discretisation, and then the corresponding results for the first
version are derived by interpreting this discretisation as a special case of the second one.

Second version of the discretisation

Remark 3.25. Be X" an approximation of qu which uses the second version of

discretisation (see (3.18)). According to the lemmas and [3.19] the error of approxi-

mation can be estimated by

AM, o
X () = X ()]

S Z / ‘(6i<:c,§> o 1) ¢(€)—H—§ — g df
Ke{—M,...M—1}d "

<Ip+ 1+ 1

with
o=l [ el wie) g
[7 7B}d
h=2-|jally D - [ (€)1 dg
[7A7A]d\[7BvB]d

L=2% /A (&) — ()| dg

EEJN
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Chapter 3 Approximation of OSSRFs in harmonizable representation

Lemma 3.26. Under the given assumptions, the term Iy can be estimated by

al]—aH—q+d\|

IO S aO,gv - B M

with H A
— u ~ oA —aHgtdl
Coz = |2l - A i : e
0,x || ||2 min a)\l—OzH—C]—Fd)\l
—aH—q

and IN = ng (Zzzl ’< 9§>0k >’%> : deg,
if the exponent is positive, i.e. if (A — H) > q — dA;.

Proof. From the assumption B < —= follows 1€]]2 < 1 for all ¢ € [-B, B]?. According
to Lemma [3.9]

d 1/p
D(E) > M lelly™ (Z |< B, 6 >W1>

k=1
holds for these £. Using this inequality, we estimate

zo=||x||3-/[BB €8 - (e) " de

d 1\ —aH—gq
14
L
< ||w||3-/ 1ENS - | Coin |I€|I (Z|< Oc, Oy, >|A1> 3
[ BB k=1
—aH—q —aH—q d o 7(11:7‘1
=al-q o
= llallg - Ct /[ el -lells - (D0 1< b 0 > i
B,B k=1
—aH—gq
—aH—q \/7B —aH—q d P L d—1
<|lzl|s-C, .~ XA Z\<eg,ek>\h e -t dr
52 k=1
—aH—gq \/&B —aH—q+a) d—1 d p 7afiq
—lelly - ot / e [ (S ceno5) o ar
0 82 \ k=1
e
—aH—q - \/&-B —aH—qg+aX
—allg - G T+ [ Ty
0
—aH—gq _ )\1 \/_ a)\l—ai]—q-‘rd)\l
— a o LT ( d~B) 1
Hx||2 min a)\l _OCH_q+d>\1
~ al]—aH—g+d\;
:CO,JC'B M
. ~ —afpf—q ~ A al]—aH—g+d\|
with Co, = [[#]|5 - Crit I oxiafi=an 4 ™0 O
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3.3 Approximation error due to the discretisation

Lemma 3.27. Under the given assumptions, and the condition that aH + q — d\g # 0,
the term I can be estimated by

I < 61,A,B,:Jc -D*
with

c 2 a5 Cpr T A B -
=92. o-dz-C .7 ]| * -
1,A,B,x ||I’||2 min (aH—{—q—d)\l < 1 )

)\ —aH— q+dkd

d Ad

- = A
+aH+q—d)\d< ( \/_> ))

(and I as before).

Proof. Be S := {z € R? : ||z||]s < 1}. From the assumption B < \/La follows that

[-B, B]? C S, and the assumption 1 < A implies S C [~ A, A]?. The domain of integra-
tion [—A, A]Y\[-B, Bdiis now divided into the two parts [—A, A]*\S and S\[-B, B]".

1/
(€)= ol - 1Iell™ - (S 1< 0 0 >17) T for € from

1/
the first part, and ¥(£) > CM2 - |||/ - <ZZ:1 |< b, 0y >]”/’\1> * for ¢ from the latter

min

According to Lemma

part. These inequalities are applied in the following calculation:

1122'\|$|!3'Da‘d2 : (&)~ adg
[—A,Al4\[-B,B]?
2. jallg - D" df ( g [ g
A A d\s S\[-B,B]?
1\ —aH—q
d , 3
<2-|lzf|3- D% -dz - Crnin |\§|| A D 1< e, 6k > d¢
AA]d\ k=1
1\ —aH—q
d , p
- e
—aH—q

<2-|[all - D*-d5 - Oy

min
—aH—q

—aH—q d o P
1€l ™ ( |< Oc, O >|*1> d¢
/[A,A}d\s ,;

—aH—q
P

ol g d )
+/ el ™ ( |< O, O, >\*1> 3
S\[-B,BJd ;
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Chapter 3 Approximation of OSSRFs in harmonizable representation

—aH—q

<2-llall - D d% - Oy

min

A\/a Cn d ) 7041;*11
/ ra 'rd1~/ ZK Og, O >t dfe dr
1 92 \ k=1
—aH—gq
1 —aH—q d P g
+/ N .rd—l./ D |< be, b | b dr
B 82 \ k=1

min
o a o —aH—g ~ A\/E — H—q+d71 1 - H7q+d—1
=2-||z||-D*-d2-C .7 -I- 7 dr+ | r ™ dr | .
1 B

Because d\; < A1 + ...+ A\g = ¢, for the exponent of the second integral the inequality
—al—qrdd _ 1 < _] holds, therefore the integral is

A1
1 —q CaH-—
/ . AHI +d—1 dr — A1 ‘ (1 B HA;1+d>\l> ’

and under the assumption aH + ¢ — d\; # 0, the exponent of the first integral is
—al—atdds _ ) o4 1 s0 that this integral can be calculated analogously:

Ad
AVAd  _am_grar —aH—gtdAg
/ Y Ad ((Aﬂ) R 1) .
1

o —aH—q AVd g ~ L ame ~
<2-||z||s-D*-dz-C_.° (/ r Adq+dl-_fcl7“+/r Ah1“14"1_1-_76%7“)
1 B

—aH —q+d\g .
Therefore
o Do gt o A\ g
) a, Do, Jy . P — A -
| — ||$"2 min (&H+q—d)\1 < ' )
Ay ZoH—qtdAg
L 1—(A d) &
T H 1 q—d, ( vd
=Ciapa-D®
with
. , r C_af_q ; A e
—9. @, ds . . ] M -
1,A,B,x H'TH2 min (aH+q—d)\1 ( )

A ety
Ly (1 — (A\/E) )) .
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3.3 Approximation error due to the discretisation

Remark 3.28. If \ = ... = Ay, then d\; = d\; = ¢ and
I < 61,A,B,m - D*

with

N o —aH—d\ - )\1 —aH *)ilH
Crape=2|z|s-d2-C 7 -1 _.<B>\1 —<A-\/g> 1).

min aH

Before estimating I5, some lemmas are shown first which are used to estimate I5. In the
following, the variables Jy; and Jy o refer to two subsets of the set

Iy ={-M,... .M —1}\{=N,...,N —1}%
Ina = {k € Jy: Apn[—1,1)% £ 0},
Ing = {k e Jy: Apn[-1,1)¢ =p}.
Then Jy 1, Jn2 are disjoint, Jy 1 U Jyo = Jy and

KeJyi=>3Ee A ||l <1
KeJyi=>VEeAr: ||E]lo <1+D
KeJya=>VEeAL: ||l >1

Lemma 3.29. Be

1
1 d o °
cp:Q%fﬂg D < b0, > |

Then

(a) c¢1 > 0.
(b) If [|€]l2 > 1 then (&) > c1 - €IS

(¢) IF1I€lls < 1 then (&) > e - [[€]|2
(d) $(&) > 1 - B for all & € [~A, A]\[- B, B].

Proof.
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Chapter 3 Approximation of OSSRFs in harmonizable representation

1
(a) The function t(zx) = (ZZZI |< O, b >|ﬁ>p is a continuous E-homogeneous

function (according to Corollary , and this implies ming,cg, (z/;(f)) > 0 (ac-

cording to Remark [2.4). Because C1,...,Cy are assumed to be positive, Cyp 1=
min{C1, ..., Cy} is also positive. Thus, ¢; > 0.

1/p
(b) TE[[¢]]2 > 1, then p(€) > Corf - [1&115™ - (S, |< e, 06 >1™)

(see Lemma . This implies (&) > ¢1 - [|€][3 > ¢ - |[€] |50,

1/p
() T1J€ll> < 1, then v(€) = Cyl2 - llglly™ - (o I< b, 0 >

(see Lemma . This implies (&) > ¢; - HfH;/M > - HﬁHclxé’\l
(d) Be ¢ € [-A, A]\|[-B, B]". Then |¢||s > B.

If [|€]]2 < 1, then ¥(&) > ¢ - ||€]|6™ > e - BV,

and if ||€]|o > 1, then ¥(€) > ¢1 - [[€]|Y™ > ¢ - 1> ¢ - BYA,

]
Lemma 3.30. There isacy >0 and a 6 > 0 (depending on ) such that for all ke Jy,

for all § € Ay
[0(Ez) — (€)] < eaDI/Aa=)8

Proof. According to Corollary , Y is (B, E)-admissible for a matrix £ which fulfills
the equation E76; = X\;0; for all 1 < j < d (in other words: a matrix F for which the
transpose BT has the eigenvectors 6; and the corresponding eigenvalues );) and for a

real number 3 with 0 < 8 < min ()\1, pi—i) if \y <pand g = pif Ay > p. With Definition

, this implies that for any 0 < A < B there exists a C' > 0 so that for all 2,y € R?
with A < ||y|]| < B and 7(z) < 1, the inequality |¢(z + y) — ¥(y)| < C7(z)” holds. As
.6 € Ap = 1€ — €]l < D and as we are interested in results for small D > 0, it
may be assumed that §; and { are sufficiently close to each other, and especially that
the inequality 7(§; — &) < 1 holds. With this assumption, it follows that

(&) — (&) = [b(E+ (& — §) — v(§)] < Cr(&g — ).

From Lemma it follows that there are a norm || - || and constants ca,6 > 0 so
1

-5
that 7(&g — &) < eal|ég — €]|g* - Because all norms are equivalent in R?, there exists a
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3.3 Approximation error due to the discretisation

constant ¢z > 0 for which ||z||y < c3]|7||w for all z € RY. Therefore,

N N 1 _N\B
(&) — ()] < O —€)° < C (cQufsk g )

A £-\P = 5 (16 _
< € (o2 (callt = €lloe) ™0 7) " = CHf Mg — g 42
= ¢y & — €| AP

with ¢4 1= CN’c’gcél/’\d_é)ﬁ. O
In the following two lemmas, this lemma is used to ﬁndqestimations for the expression
(&) "H=% — (&)= | in the two cases k € Jy; and k € Jy o

Lemma 3.31. Bek € Jn1. Then constants c5, 3,0 > 0 (independent of D, but depen-
dent from v, a and H) exist, such that

<cs- D/Xa=0)8 Bﬁ(—H—g_l).

() THE —y(gp)HR

Proof. Be k € Jy,. According to Lemma [3.29] (), %(€) > ¢; - B for all
¢ € [-A, A]%\[-B, B]¢, and according to Lemma [3.30}, there are ¢}, > 0 with

[W(&g) — ¥(€)] < D498 From this lemmas and the Mean Value Theorem follows
that

R R ()

q 1\ —H-%-1
<[0(&) (&) - |-H = £| - (er- B7)
<y DU/ =08 (H + 2) LTHE g cH-E)
B (0%

—cy - DU/Pam0)5 B (—H=2-1)

H-%-1

Q

with ¢5 :=¢j- (H+ %) - ¢ O

Lemma 3.32. Bek € Jn2. Then constants cg, 3,0 > 0 (independent of D, but depen-
dent from v, o and H ) exists, such that

06 — ()] < - DI iy 2a Y

(where t(K) is defined as in the proof of Theorem .
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Chapter 3 Approximation of OSSRFs in harmonizable representation

Proof. Be kK € Jys. Then [|€]|oo > 1= [|¢]|2 > 1, and with Lemma [3.29| follows t(£) >
1

c1-|1€]13¢ (for all € € Ay). The existence of ¢}, > 0 with [1h(&g) —¢(€)| < ¢f - DAAa=9)P
(according to Lemma [3.30)) is also used:

(&) E — ()
<h(©) ~ ()| - | — L] - max @) wig)

v (o) (g, 4 AN ) e
<cj - D\*a .<H+a>~max 61~H§||oél ) 01~H£1;Ho<§l

_H—9_ 1 (_g—a_

:CZ.D<$—5)5, (H+g> 'ClH o 1'(min{HéHOO?”gEHoo})/\d( H-21 1)

«

_H—4_ 1 L L (_g—a_4

SCZ'<H+g>~c1H 1 p(s 5)5.H§E‘|gg( a1)

q_ q L L (_g—a_
< (H+ L) e v (e =) gy e

«

q

. L L (_g_a_
—y - DU 8y )

with ¢g :=¢f- (H+ 1) - ¢ Hﬁ%fl, and with fﬁ and t(E) being defined as in (3.13)) and
(3.14) in the proof of Theorem [3.16] ]

The preceding lemmas are now used to estimate I:

Lemma 3.33. Under the assumptions stated at the beginning of this subsection, and the
conditions that —aH — a —q+d\g # 0 and aH + o+ q — d\g + A\g > 0, there exist
constants (i.e. values which are independent of D) Cy 4 g, > 0 such that

~ af s
I, < C2,A,B'D>\d o <1+D)d

Proof. According to Remark and Lemma [3.19]

12_21+a.2/

- A
keJn

P(&) T — ()| de.

k

Using the facts that Jy 1, Jy2 are disjoint and Jy; U Jy2 = Jn, and with the lemmas
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3.3 Approximation error due to the discretisation

and [3.32] this term can be transformed as follows:

_ olt+a | —H—%_ ﬂ—H—%a
Y [, [p@m= v ae
ot [ S [ fce et - uig)E g
KeJy, K
# 3 f fpet v
KEJN 2

< gi+o. Z/ (c5~D($‘5)5.Bﬁ(_H_g_1))adf

- Ay
kEJNJ k

h

# 3 [ (e DUy )

~ A-
kEJNg k

<ot e p(i=9)as . pr(-H-g-na Z 1d¢

EEJNJ AE
1 _qa_ H—42_1
ey - pRg)esrag (=) ) ek ° )“/ 1d¢
KEJn .2 A

—aH—qg—«

<ot g plid)er, pine / 1 dg
[~1-D,1+D]d

+ 2l+a . Cg . D<>‘d )CV,B-F D‘H qf . Z Ht 7(—OzH—q—a)

kEJN,Q

Analogous to equation (3.16]), the sum can be transformed to

o+ (—aH—g—a) L Lt (—aH-g—a) L, L(—aH—g—a)
> k)l =20 ) [tk =20 ) [kl

KEJn 2 keJy , keJy ,

with Jy, :={k € Jyp:h; >0, 1 <j<d} = Jyon{0,..., M —1}%

49



Chapter 3 Approximation of OSSRFs in harmonizable representation

Therefore

S BTRTT (24 2D)¢

—aH—

+21+a+d.cg.p%§‘°‘55+ Nt Z HEH;?(_&H_‘]_“) (3.19)

aB
I <2 .. D

EEJ}V,Q

Using the fact that t(kK) € Z = ||t(K)||os € No, the definition of Jn 2 can be transformed
as follows:

Ina={Ke Iy : Apn[-1, 1) =0} ={k e Jy : & ¢ (—-1,1)%}

q . . . 1
= (K ey 1D 1(8)|| = 1} = {k & Iy : [t(8) o > 5}

_ = 1
= {k € Jn: ||t(k)||oo > [5—‘}
so that

JEV,QZJN,m{o,...,M—ud:{Ee{o,...,M_l}d;||t<12)||002 %H
:{Ee{o,...,M—1}d:||E||OOZ %”

— AG {Ee{O,...,M—l}d:||E||oo=m}= AO L,

m=[%] m=[%]

—_
—_

with L, := {E e{0,.... M —1}":||K[|o = m} (obviously, the L,, are pairwise dis-
joint).

Thus the remaining sum in (3.19)) can be estimated as follows(similar to the estimation

of the sum on page ,in the proof of Theorem (3.20)):

o L (—aH—q—a Ml o L (—aH—q—a
DR = 3 3

KeEJY , m=[ 2| KELn,
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3.3 Approximation error due to the discretisation

M-1 1 d—1 1( = Jrd1
=d - E 14+ — . mAg T mama)td=
1 ( +m) mid
=[]

1 %ﬂfl M—1 —aH—a—q+d\g4
<d-(1+ D). [5-‘ + Z D VIR
m=[ 3]+

d—1 aH+a+q7d)\d+Ad M 7aH7a7q+d)\d _1
<d-1+D)"-(D Ad —l—/ x A dx
[

The last inequalities use the implication m > £ = £ < D = (1+ -)“! < (1+ D)*!
and the fact that [%W > & = [5]7! < D together with the assumption aH + o+ ¢ —
dNg + Ag > 0.

Because of the assumption —aH — a — g + d\; # 0, the integral can be calculated as
follows (with v := —aH — a — ¢+ d\g):

M Y v 1M y bvi
(4] g 51 7 D
If v > 0, then (%W * > (i)*ld, and if v < 0 then (%W b < (%)%d In both cases follows
a

D
o
Hp =2 (p)

, which implies:
M .
/ I T Mfd—<i)“ :D_;d-£<A;d—1).
M4 gl D gl

1
D

o=

Therefore
L < 2. . DR TR (9 4 ap)

g g PRI S g

keJy ,

5_5/

« —aH—q—«
< tetd. o DX . BT N . (1+D)?

af 76,+ —aH—g—a+d\g

+ 21+a+d . Ctg . D™ g -d - (1 + D)d_l

aH+at+q—dAg+ig M aH—a—q+dry ,
-\ D W + T A dz
(5]

ol
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aB s —aH—qg—a
< gitatd o p3;~0 pTURTT (1 4 pye
aB gy maH—azatdAg
+21+a+d.cg_Dxd '+ bW . .d.(1_|_D)d*1
DaH+a+q7dAd+>\d DaH+a+q7d>\d )\d AfaHfaqutd)\d 1
. Ad —+ Ad . Ad —
( —aH—oz—q+d/\d( ))

! —aH—q—«

< gitatd o pi~Y . pTURT (14 Dy
+ 21+0¢+d 3 Cg . d' D%gfél . (1 + D)d*l

b (e
( +—aH—0z—q+d)\d( ‘ B ))

aB s
<D%° .(1+D)d-(2l+a+d-cg-3 =

)\ —aH—a—q+d\g
gitatd o g, (1 d AT o -1
- “ ( +—OzH—a—q+d)\d ’

~ afB s
= Cyup-D% " (1+ D)

with 0’ = a0 and

~ —aH—q—«
Conp =214 - BT 0

)\d 7O¢H7a7q+d)\d
21+a+d PR d-[1 A Y —1
* “ +—04H—oz—q+d)\d ’

]

Theorem 3.34. Be X$ the approximation of a harmonizable OSSRFE by truncation of
the domain of integration, and X AMN o discretisation of this approximation which uses
the second type of discretisation (see ) If the function v and the other parameters
fulfill the assumptions stated at the beginning of this subsection, as well as also the
conditions al; — aH —q+d\ > 0, —aH —q+d\g # 0, —aH —a —q+d\g # 0
and oH + a + g — d\g + A\g > 0, then ezist constants §',Cy, (both independent from
the parameters A, B and D) and 51,A7B7x,6'27A,B (independent from D), so that the
approximation error due to the discretisation can be estimated by

X @) - x @[

(67

al] —aH—g+d\|

~ ~ ~ afB s
<Cy-B M +CiaBe - D*+Coap- DA . (1+ D)’

Proof. According to the lemmas and [3.19, the error of approximation can be esti-
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3.3 Approximation error due to the discretisation

mated by
HXA x —X;;"M’N(x) Z
< ¥ / (<€ — 1) p(e) % — g "ae
Ke{—M,...,.M—1}d
<lh+5L+1I
with

To=llells [ lellg () dg
[_BvB}d
h=2 el D% / w(e) " dg
[-A4,A]\[-B,B]*

SRRy _ (e E-ET
=2 > / k)¢ W(&) dg

In the lemmas [3.26] [3.27 and [3.33] it has been shown that these terms can be estimated

al]—aH—q+d\|

~ ~ ~ aB s
by Ip < Con- B % [ <Ciape - D*and I < Coup-D> ° -1+ D)% O

Similar to Corollary 3.21} the results for || Xy (z) — X} (x)||5 and || X (x) — Xﬁ’M’N(m) o

o
can be combined also in this more general case in order to give an estimation of || X (z)—

XA,M,N( ) a

15

Corollary 3.35. Be Xy, a harmonizable OSSRF, and X MN-on approzimation of this
OSSRF which uses the second type of discretisation (see (|3 h) If the function i and the
other parameters fulfill the assumptions of Theorem [3.10] and Theorem then_ewist
constants ¢§',C, Cy , (independent from the parameters A, B and D) and Cy s gy, Coa.B
(independent from D), so that the approzimation error (due to the truncation and the
discretisation) can be estimated by

ot - x|

—aH— q+d>\d ~ adl|—aH—g+d)\; ~ ~ « /

—aH—gtarg L7
<C-A +Cou- B X 4+ Ciapa D+ Coup-D> " (14 D).

Proof. In the proof of Corollary it has been shown that
[[Xetw) = x4V @)

w (6
<)
RA\ [~ A, A]d

+ /[A,A]d - Z 1AE(€) ((6i<m,§> _ 1) ¢(€)—H—g _ 912) dé

Oédf

(ei<:v,§> . 1) ¢<€)—H—%
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Chapter 3 Approximation of OSSRFs in harmonizable representation

which implies

o

[Xo(@) = X0 ()

Q

S/ ‘ei<m,§> _ 1‘0‘ w(g)—aH—ng
R\ [—A,A]d

Y [ e et g

. A
Ke{—M,. .M—1}d " "k

According to the proof of Theorem [3.10

/ |6i<x,§> . 1|a¢<€)—aH—q df
RA\[-A,A]d

—aH—gq ~ )\d —aH—g+d)\g
<2*.Cc..t I -— A
aH + q— d)g
—c

and according to the proof of Theorem

2.

Ke{-M,...M—1}d

«

(€i<z7€> o 1) w(é)fog — o dé

.|
~ al]—aH—q+d\; ~ ~ Otiﬂi(;/ d
<Cos B M +CiaBz D+ Coap- D -(1+ D)".

Therefore

[Xo(@) = X2V )||

—aH—q+d)\y al]—aH—qg+d\;

~ ~ ~ ~ afB s
<C-A" % 4+Cop-B N 4Ciape-D*+Coup-D% - (1+D)".
]

Remark 3.36. If all assumptions on the parameter values are fulfilled, then the exponent
of A in this estimation is negative and the exponents of B and D are positive. Therefore,
the error estimate decreases with increasing values of A and decreasing values of B and
D.

For any fixed z € R, HXw(x) — X$’M’N(x)"a < € can be achieved for any € > 0 by

choosing suitable values for the approximation parameters A, B and D:

(a) First choose a sufficiently large A > 0 and a sufficiently small B > 0 so that
~ —aH—qg+dX\y al]—aH—qg+d\|

C-A M < £ and (70790 - B M < 5. This is possible because the

exponent of A is positive and the one of B is negative.
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3.3 Approximation error due to the discretisation

(b) Then choose a sufficiently small value for D (depending on the values of A and
B which have been selected in the previous step), so that Cy 4 p, - D* < £ and
~ aB s
Coap D> o, (1+ D)d < §. This can be done because o > 0, %3 — ¢’ is supposed
to be positive, too, and the factor (1+ D) is bounded by a constant: (14 D)% < 2.

If the parameters are chosen so that these inequalities are fulfilled, then the previous
corollary implies that HX¢(:1:) - X;f’M’N(x)’ <e.

First version of the discretisation

Corollary 3.37. Be Xf the approximation of a harmonizable OSSRF by truncation of

the domain of integration, and le’M a discretisation of this approximation which uses
the first type of discretisation (see ) If the function v and the other parameters
fulfill the assumptions stated at the beginning of this subsection, as well as also the
conditions al\y —aH —q+d\ >0, —aH —q+d\g #0, —aH —a — q+d\g # 0 and
aH+a+qg—d \g+Ng > 0, then ezist constants Co x, C1 4, C1 4z, Co and Cy 4 (independent
from D), so that the approzimation error due to the discretisation can be estimated by
al] —aH—qg+d)\; aX]—aH—q+d\|

e? ~ ~ ~
< C10,:1: D M + Cl,x D M + C(l,A,av - D*

«

Hx;;*(a;) — XM ()

—aH—q—«a +Lﬁ—6/

~ ~ afB s
+Cy-D” . T (14 D)+ Cyu- DN (14 D)

Proof. The first version of the discretisation can be interpreted as a special case of the
second version with parameter value N = 1 (which implies B = D). Therefore, we can

conclude from the proof of Theorem by replacing N by 1 and B by D, that the
error of approximation can be estimated by

X @) - XM @)

<L+ L+
with
Io = |J]l5 - / ells - (€)= de,
[_D7D}d

h=2-|jallg- D - [ w(e) N de,
[_AvA]d\[_DvD]d

=2 30 [ e - e A as

126.]1 k

By setting N := 1 and B := D in the proofs of the lemmas |3.26] [3.27| and [3.33] the
following estimations of Iy, I; and I can be obtained:
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Chapter 3 Approximation of OSSRFs in harmonizable representation

From the proof of Lemma follows

al]—aH—q+d\|

Io< llellg - Ot 1. o (va-p) ™
0= 2 Tmin al\i —aH — g+ d\

al]—aH—qg+d\|

- CO,x -D M
~ —aH—q A al|—aH—g+d\|
1 — (A [ P [ 4 S 2\
with Co, = ||z]|§ - Cppint I s—aiaan 4 1 ,

and from the proof of Lemma follows:

L<2-lally-d5-Cr -I-D al DR 1)
. .dz . P IJT-pDe o — 000 1 _
v <2 llells -df - O e
. ’ )\d 7aH;q+d)\d
(1 ()T
T H 1 q—d, ( v ))
)\1 —aH—q+d\|
<clgz D |——D A
“, (aH +q—d\ 1
)\ 7O¢H7q+d)\d
d Y
—_ |1 - <A d) ¢
e () ))
B Cl,.’E . >\1 —aH;iH—d/\l +a
 aH+q—d\

c )\ —aH—q+d)\y

L Ad X
— | 1-(AVd - D*
+aH—|—q—d)\d< (4va) >

al] —aH—g+d\|

= 61@ -D M + 61,14,30 - D

with
= Clg M1 = Clg N M
Grom N g Gam N (4
T GH 4 g —dN R A T g — d)y ( v
where ot

Cl,x:2||x||gd%0mzrf IN
Finally, the proof of Lemma |3.33| implies:

—aH—qg—«

afB s
LL< D% -(1+D)d-<21+a+d-c§-D =

)\d 7O¢H7a7q+d)\d
oltetd o g, (1 AT -1
+ “ ( +—aH—a—q+d)\d( ‘ )))

—aH—q—«

aB _ gt ~ —aH—qg—a ~
:D*d‘s-(1+D)d-<(J2-D = +02,A)

—aH—qg—«a

~ afB s/ ~ aB st
=Cy-D” . 2 Y (14 D) 4 Con- DY - (1+ D)
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3.3 Approximation error due to the discretisation

with B
02 — 21+a+d . C(S)z

and

~ )\d —aH—a—q+dM\g
Coy=2Motd cog. (1 A 0 —1) ).
24 “ +—aH—a—q+d>\d ’

]

Remark 3.38. Like already in the case of a p-norm as F-homogeneous function v, no
convergence of the error estimate to 0 for D — 0 can be shown when using the first
version of discretization, because the exponent —2H=4=< 4 % — ¢’ can’t be assumed to

A1
be positive (compare Remark [3.18)).

57



Chapter 3 Approximation of OSSRFs in harmonizable representation

o8



Chapter 4

Approximation of OSSRFs in moving
average representation

4.1 Approximation

Be X, an OSSRF in moving average representation on the R%. In order to simulate this
random field numerically, the integral which occurs in its definition (see (2.5))) has to be
approximated by a finite sum (analogous to the harmonizable case) . This approximation
is performed in two steps:

(a)

Truncation of the domain of integration: The scope of the integration is narrowed
from the infinite space R? to the finite space [—A, A]? (for a parameter value
A > 1). Thus, X,(x) is approximated by

q

XJ(2) = plz —y)"= 8 —p(—y)=%) Z,(dy) (4.1)
/[—A,A}d ( >

Discretization: The integral on [—A, A]¢ is approximated by a finite sum, by di-
viding [—A4, A]? into (2M)? small hypercubes Ap (for K = (ki,....k))T, =M <
ki <M —1,1<j <d) with equal side length D := %, and approximating the
function ¢(z — y)7~« — o(—y)~% on each A by a constant function. For each
ke {—M,. ..,M—1} ygis defined by yz := D-k = (D -ky,...,D-kg)" and A
byAE:Akl ..... kg = [lﬁD,(l{l—l—l)D) X ... X [de,(kd—l—l)D) FOI'yEAE,
the term o(z — y)~o — p(—y)¥ == is approximated by @(z — yg) — P(—yg) with
© being defined by

5(2) im {wz)H—i, 2 ¢ [-D, D) (42)
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Chapter 4 Approximation of OSSRFs in moving average representation

(for z € R?), so that X/ is approximated by

XMy = > (B =) — e(—yg)) Za(Ag) (4.3)

ke{—M,....M—1}d

with (preferably large) parameters A > 0 and M € N.

It is assumed that the exponent H — £ is negative. Therefore, the value of ¢(y)" =
is replaced by 0 in the approximation ¢ in an environment of the origin, in order
to avoid the calculation with infinite values during the simulation and in order to
be able to estimate the errors of approximation.

4.2 Approximation error due to the truncation

As already in the harmonizable case, it is desired to estimate the errors of the ap-
proximations (Xj;‘(m) — X, (z) and XM (z) — X2(x)) for a given z € R?, ie. to
calculate an upper bound for the absolute values of these differences. Because X, (z),
X (z) and XM (z) are symmetric a-stable (Sa.S) random variables, their differences
are SaS random variables, too. Therefore the scale parameters of their distributions
(1X2(x) = Xp(x)|a and [| XM (2) — X5 (2)||) have to be estimated as a measure of
the approximation errors. As mentioned in section , | Jza f(y) Za(dy)]|a can be calcu-
lated by || [ou f(¥) Za(dy)||2 = Jza | f(y)|* dy (the latter being a non-random integral).

In this chapter, estimations for || X2 (z) — X, (z)||% and || XM () — X2 ()2 are calcu-

lated in the case that the function ¢ is a p-norm (i.e. ¢ = || ||, with p > 1). Such a norm
can be obtained as a special case of an E7-homogeneous and (3, E')-admissible function
in the representation of by setting the parameter values to \y = ... = \y = 1
(which implies g =M\ + ...+ A\g=1+4+...+1=d), C; = ... = Cy = 1 and the vectors

01, ...,04 to the base of standard unit vectors of the R.

Theorem 4.1. If the function ¢ is a p-norm (i.e. ¢ = || - ||, with p > 1), and the
inequalities 0 < H < 1, H—g <0 and A>2-||z||, are fulfilled, then the approzimation
error can be estimated as follows:

1Xo(z) — XA@)|[2 < C2, - ||]j2 - A=)

. d d-22d 1/06
—(Z_g).ot-H [ =
e (a ) (a(l—m) ’

1X,(2) = X2 (2)lla < Cra - [Ja]], - A"

with

which implies that
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4.2 Approximation error due to the truncation

Proof. If ¢ = || -||, (implying ¢ = d), then
1ot = X2l = | [ (o= ollf ™5 = 1= o) Zata)
[ (U=l el = ol ) Zatay
[_AvA]d

o

[0}

Using the above-mentioned equality || [z f(y) Za(dy)||s = [ea|f(y
transformed to

HX ( )—XA( )la

H—4 H-—4 @
(lle =yl E =yl Zalay)
Rd\ a
Hod|o
/ e — gl =g gy
[y|]oo>A
H-2|¢
= e
[1ylloo>A

[0}

dy

H—d/«
_ net (e tyll ™"
- || ||P H—d/«
lylloo>A l[yl]o

H—d/a o
:/ ||y||aH—d (Hx—i_y’lp) / -1
llloo>A yll,

For ||y||oc > A the inequality

dy

)|* dy, this can be

ey |l e, vl |
[yll, lyllo — lloll, [yl
0 S
Wyllp 1, Nylle = 2-Mlyll, 2 {lyll, — 2
holds (following from the triangle inequality for the norm || - ||,, and the assumptions

that ||y||cc > A and A > 2 ||z||, ), and therefore

[l 22

which implies together with the Mean Value Theorem

[ER /S
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Chapter 4 Approximation of OSSRFs in moving average representation

H—d/«
(wanp) " i
1],

H—d/a—1
- Hx+yup_1', (H_g)_max (r|x+yup> T e
|yl a yll,
H—-d/a—1

S Hx+pr_1'_ o] (1)

yll, a 2
<H'xHP i (g o H) i 2—H+d/a+1
“lyll, o

and thus (using ||y||s < ||¥l|,)

1 X (2) = XZ(@)]la

H—d/a @
B ati—d | {11z + yllo / 1
= [yl15
ly]loo>A yll,
S/ Hszszd <% . (é — H) . 2H+i+1) dy
llylloo>A lyll, \a
d “ a—a « all— —a
< (__H) A (1 / w157 Myl dy
llylloc>A
H) et [l
[lylloo>A
—H 2d+a aH HmHa / / aH—d— @ d—1 dCdT

—H) 2d+a aH HxHa / 1d< / aH—1-a dr

d «
— Z _H . 2d+a7aH . HxHa . (d 2d) . 70(:sz01
LB3I \ « aH—a A
d

lalfy - Aot

dy

04(1—H)

i [l - A0

~ d - d-22d 1/
C“‘(E‘H) 2 '<a<1—H>

with

62




4.3 Approximation error due to the discretisation

4.3 Approximation error due to the discretisation

The algorithm for the simulation of OSSRF's in moving average representation, which is
presented in this thesis, approximates the values of an OSSRF in the points x5 = m- D
for m € {—M,..., M — 1}% In this section, an estimation for the approximation error
of the discretisation in the points z with ||m||. < M is given (again for the case of
the function ¢ being a p-norm).

Lemma 4.2. Bexg =m-D forame {—M,... .M —1}¢. Then

X2 () = X2 (wm) [

«

§2k€({MMZM1}d o /Alz ‘%5(—ylz) — o=y " dy
+2 ) /A ’@(—yg) — -y dy

Proof. For z € R, the term || X" (z) — X2 ()2 can be transformed to

X2 (@) = X2 @),

(67

= > (Bl )~ E(yp) Za(Ag)

Ke{—M,...,.M—1}2

a

[ (e ) S 1) Zula)

kel — _11d
ke{-M,..,.M—1} o

_ /[ | S 1a W) (Bl —yp) — A(—vg)) Zaldy)
_A’Adﬁe{fM ..... M—1}d

_/[A,A]d > 1) (el —9)"E —p(-y)"E) Za(dy)

Ke{—M,..,.M—1}2 N
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Chapter 4 Approximation of OSSRFs in moving average representation

Ke{—M,...,.M—1}d

= /[] S 1

Ke{—M,...,.M—1}d

J(@le = v) = B(=90) = (ol =) 5 = (=) %) dy
=) /A ’@(rr — ) — B(—y) — pla — )" 4 o(—y) "¢ dy
Ke{-M,.,M—1}d " Kk
< Y /A (‘@(w —yp) —plz—y)" e |+ ‘—sﬁ(—yg) +p(—y)" e )a dy

ke{—M,..M—1}d " "k

«

<2 ) ‘@(x —yp) —ple —y)"a| dy
Ke{-M,..,M—1}d Ak
+2 Y )@(—yg) —p(=y)" =] dy
Ag

Ke{-M,....M—1}d

If x=x5=m-D, then

ke{—M,...M—1}d " Tk

-y / Sm-D—K-D)—p(m-D -y 4" dy

ke{—M,...M—1}d " "k

D R M (R SR R N

Re{-M,..M—1}a” K
= ‘@((ﬂl—k)'D)—sO(—y)H*g dy
Ke{-M,...,.M—1}d Ak-m)
M—1-my M—l—md N
~ e _ 9
= 2 2 / ’w(—k D) —p(=y)" = dy
ki=—M-—-m; kg=—M—my k
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4.3 Approximation error due to the discretisation

[
Theorem 4.3. If the E-homogeneous, (3, E)-admissible function ¢ is a p-norm (i.e.
o =||-||, with p > 1), the parameter H is in the interval (0,1), the exponent H — 1
is negative (i.e. aH < q), and * = zg with m € {—-M +1,..., M — 1}%, then the

approximation error in the point xg can be estimated as
o ~
|| X0 () = X ()], < Co - D

with
~ d - 2d+2

3 a1 [d “ d—1 34!
Gy = 9. gt (L g} (a2
= (L) ()

|| X2 (1) — X2 ()], < Cy/* - DM

which implies

Proof. Because the condition yz = D - Kk € [—D, D)% is equivalent to k € {—1,0}%, the
definition of ¢ in (4.2)) implies that

{!90 v ey L Kg Loy

g I e Pl K e {~1,0)

‘w(—yg) — -y

Therefore the cases k € {—1,0}% and k ¢ {—1,0}" have to be distinguished in the
following. Because {—1,0}% C {—M, ..., M — 1} and (following from the assumption
m e {—M+1,...,M—1}4 ie. ||m|[w < M)also {-1,0}¢ C ({-M,...,M — 1} —m),
Equation and Lemma [4.2] imply that

X2 () = X2 () [

<2 > P(—yg) —p(=y)" =] dy
Ke({~M,...M—1}4—ri) 2k
+2 ) P(—y) — (=) =] dy

=1 ) / ‘ﬁ(—yﬁ)—so(—y)’{ g dyHZ/ P(—yg) —o(=y)" = | dy
A -
ke{-1,0}¢ k keJ; K
230 [ |eup) — e[ ay
ke, K
> o=y qdy+2z e —p(=y)" =] dy
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+22/’ :

ke, "

with Jy := ({=M,...,. M — 1} —m) \{-1,0}% and Jo := {—M, ..., M —1}"\{-1,0}".

Because ¢ = || - ||, (and therefore ¢ = A\; + ... 4+ Ag = d), this implies
X2 ) = X2l <4 30 [l ay
ke{—1,0}¢ "
H—4 H—4 |
+22/ lsglle ™ = 1ol ™[ ay
— Ja;
keJy k
H—4 H—42|%
w230 [ el =l ay
EGJQ AE
:4/ Iylls"~tdy +2) I +2> I
[=D.D)¢ keJy KeEJy
. H-4 H-—2]%
with I = [ [loglle ™ = llwlls ™| dy

The first integral can be estimated as follows (with S, being defined as in Lemma :

D
[-D,D)d [-D,D)d 0 S

D
1 D
aH-1 oaH d
_/o T dr-/ 1d¢ = H-[T’ }O-d-Z

:d * 2d . DQH
oH

For the estimation of the integrals I, the Mean Value Theorem can be used:

d H—2_1
AR CE R

with pg = infyen (||yl],) (analogous to (3.12)) in the proof of Theorem [3.16). As

| gl = Wyl | < llyg = wll, < (D, D)), < d-|I(D,...,D)" || =d- D

and H — % < 0, it follows that

-4 -4
[lylls ™ = Nyl

H-g H-% d H-4-1
[ A E N ey
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4.3 Approximation error due to the discretisation

which implies that

H—24 H—4 ¢
o= [ el = ol
Af

Ap o k
o' a d “ aH—d—a
=d*-D* - (——H| -pu2 . 1dy
(0% k A~

k

d ey
_Ja nat+d [ 2 ., aH—d—«
=d*- D (a H) e .

Therefore

X5 () = X2 () [

<af Il a2 Y 2 Y
-D,D

a

E€J1 E€J2
d-2¢ d “
<4__‘D04H 2 da‘Da—&—d‘ Z_H . %H—d—a
- o + Z « Hi
keJy
d a
« a+d aH—d—ao
+ZZd-D -(E—H) 2
ke o
_d : 2d+2 DaH 2da Daer d H “ aH—d—« aH—d—a«a
Y g AT + > hg

keJ, keJ,

It can be shown that ) i, ;LEH_d_O‘ < D kes, ,uEH_d_O‘ by dividing the set J; into 24
subsets and replacing these subsets by sets of equal sizes whose sum is J,, such that the
sum of MEH ~4= on each subset of J; is less than or equal to the sum on its replacement.
As an example, be d =2 and m = (%) with 0 < my, my < M, and be the values p; for
K € {—1,0}2 defined as some positive, finite values, e.g. pp =1 for k € {—1,0}2 Then
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I = ({—M, M —1)2 - (g;)) \{~1,0}2 and
ZMQH d— a Z uaH d—a

KeJ; Ke{-1,0}2
M—-1—m M—1—mo

_ oaH—d—«o
- Z Z Fokey ko

ki=—M—m1 ko=—M—mo

—M-1 —M-1 —-M—-1 M-1—msg
o oaH—d—«o aH—d—«
- Z Z Pk ks + Z Z Pk ks
ki=—M-—m1 ko=—M—my> ki=—M-m1 ko=—M
M—-1—m, —M-1 —1—-m1 M—1—mso
aH—d—a aH—d—a
+ Z Z Pk ks - Z Pk ks
klsz kzszme ki=—M ko=—
M-—1 M—1—mgo
aH d—a aH—d—a
< Z Z ATt D DR SR s
ki=M—mj ko=M—mg ki=M—-—my ko=—M
M—1—mq M—-1-m; M—1—m2>
ozH d—a aH—d—a
+ 2 Z CHTS D DR Dyl s
ki=—M ko=M-—mo ki=—M ko=—
M-1 M-1 M—-1 M-—1-mo
aH—d—a aH—d—a
< Z Z Fokey ke + Z Z Foky ko
ki=M—my kgzM—mg ki=M—my1 ko=—M
M—1—my M—1—-m1 M—1—mg
aH—-d—a aH—d—a
+ z : z : Fokey ko + z : z : Fokey ks
ki=—M ko=M—mo ki=—M ko=—M
M-1 M-1
_ aH—d—«
= E, E, Fliey o
ki=—M ko=—M
_ aH—d—« aH—d—«
= DT Y
keJs Ke{-1,0}2

If mi < 0 or my < 0, or for higher dimensions d, the inequality » . 7 MC“H d-a <

Y okes M 7, 1 O‘H 4= can be shown analogously. Therefore

X5 () = X5 ()|

d2d+2 (0% (0% (0% d (0% 03
ga—H-DH+2d -D+d-<——H) 222y et

o
kEJQ

The sum ) ., p 7 M aH 4= can be estimated analogously to the estimation of
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4.3 Approximation error due to the discretisation

3.16; The equation

ZeH=d=a iy the proof of Theorem

ZEEJ Hi
_ DaHfdfoc . 2d . Z HEHngdfa

aH—d—«
Z Py
KeJ, keJ’

with J' = {0,...,M — 1}*\{0}% can be shown analogous to (3.15) and (3.1€]), and

similar to the following calculation, we obtain

S IR < (2“ B M“M)) (4.6)

keJ’

(4.5)

Therefore

«

X5 () = X2 ()]

d - 2d+2 d @
< ‘DQH+2da'Da+d' <_ _H> .2_DaHfd7a.2d

aH «
L, B2 (1o
od- 2d 1 ( 1— M a(l1-H)
( oo ¢ )
d - 2d+2 d o 3d—1
< . DaH 23 A doHrl R I = R DozH X 4d71
- aH * (a ) * a(l—H)
:612 . DaH
with d d+2 d d—1
- . 2 (03 3 —
C, = 23 . da+1 R R & . 4d71 S
? ofl (a ) ( * a(l—H)
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Chapter 5

Approximation algorithms

In this chapter, algorithms for the numerical simulation of OSSRFs in harmonizable and
in moving average representation will be developed. First, the generation of a-stable
random variables, which is necessary for the simulation of a-stable random fields, is
considered, then the simulation of random fields in harmonizable representation, and
after this the simulation in the moving average case. For easier notation and better
readability, we start by developing an algorithm for the simulation of two-dimensional
OSSRF in both cases, and then generalize it to higher dimensions. Finally we consider
algorithms for a fast Fourier transform and for a fast convolution, which are used for the
simultaneous calculation of a large number of certain sums by the simulation algorithms,
in the last two sections of this chapter.

5.1 Simulation of stable random variables

5.1.1 Simulation of an isotropic complex-valued stable random
variable

For the approximation of a realization of an OSSRF in harmonizable representation, the
simulation of isotropic complex-valued a-stable random variables is required.

If @ = 2, then the random variable X which has to be simulated, is an isotropic gaussian
random variable, and can be calculated by X := G +i - GG5, for two standard gaussian
random variables G; and Gy. In MATLAB and Java, the two programming platforms
used for this project, functions for the simulation of standard gaussian random variables
are already provided by the API (application programming interface) - in MATLAB
with the function randn, and in Java with the function Random.nextGaussian(). The
algorithm which is used in Java (in Random.nextGaussian()) to generate gaussian dis-
tributed random numbers is explicitely stated in the Java API documentation of this
function.
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Chapter 5 Approximation algorithms

However, if a < 2, then an isotropic a-stable random variable can be simulated using
the following equations from [10]:

(a) Be A ~ Su ((cosZ0)?/*1,0) and G = (G1,...,Gq) be a zero mean Gaussian
vector, independent of A. Then the random vector X = (AY2G, ..., AY2Gy) has
a symmetric a-stable distribution (see [10], section 2.5). Note that (under the
assumption o < 2) the shape parameter of A is § < 1.

(b) If X ~ S,(1,53,0), then 0 X + pu ~ S,(0, 6, ) if a« # 1,
and 0 X + 200 In(0) 4+ pu ~ So(0, 3, 1) if a =1 (see [10], section 1.7, page 43).

(c) A S,(1,3,0)-distributed r.v. can be simulated using the algorithm by Chambers,
Mallows and Stuck (see [4]), which (when called with the parameters a € (0,2)
and [ € [—1,1]) simulates a random variable

Y ~ Sa(Lﬁa _ﬁtan(%)) lfOé# 1
Sa(1,3,0) ifa=1

Therefore, in order to simulate an a-stable isotropic complex random variable X, the
following algorithm may be used:

e If @ = 2: Simulate G1,G> ~ N, (e.g. in MATLAB with randn or in Java with
Random.nextGaussian()) and set X := G1 +i - G

o f0<a<2:

(a) Simulate a random variable Y ~ Sy (1,1, — tan(™2)) with o/ = £, i.e.

Y ~ Sa/ <17 1, —tan (%))

using the method by Chamber, Mallows and Stuck: Y := rstab (%, 1).
Note that we assume o < 2, therefore § < 1.

(b) Calculate
T T\ 2/«
A= (e () (e (7))
(Then Y + tan(ma/4) ~ Sa/2(1,1,0) = A ~ S, s (cos(ma/4)%*,1,0) )
(c) Simulate Gy, Go ~ Np; (as in the case a = 2)
(d) Calculate X := /A -Gy +i-VA-Gy

Then (in both cases) X is a realization of an isotropic complex a-stable random variable
(with scale parameter 1). If a random variable with scale parameter o # 1 should be

simulated, then X has to be multiplied with o, i.e. the requested random number is
o-X.
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5.1.2 Simulation of a real-valued symmetric stable random variable

For the approximation of a realization of an OSSRF in moving average representation,
the simulation of symmetric a-stable random variables is required. These random vari-
ables can be simulated directly with the algorithm by Chambers, Mallows and Stuck
(see [4]) by calling it with the shape parameter o and the skewness parameter 0. The
obtained random number then has to be multiplied with the required scale parameter
o, if a random variable with scale parameter o # 1 needs to be simulated.

5.2 Approximation of two-dimensional OSSRF in
harmonizable distribution

A 2-dimensional OSSRF in harmonizable representation

Xolw) =Re [ (€ ) MWL), s e R
R2
is approximated by the finite sum

Xy PP(@) =Re Y (€557 — 1) (&) WalAky)
(kDeJ
with M =24 eNand N:=2 N, J:={-M,....M —1}*\{-N,...,N —1}?,
&y = (k-D,1-D)" and Ay == [k-D,(k+1)-D)x[l-D,(l+1)- D) for each (k1) €
J.

This can be transformed as follows:

X2 (z) =Re Y (e8> — 1) (€)1 E Wa(Ary)
(ke

q

= Re Z ( ’l<xfkl>w )* Ta —elow(fkl) a) Wa(Ak,l)

(k1)

_Re ( JABD( ) ( ABD(0)>

ABD Z ez<x£;€l>w gkl) -4 Wa<Ak,l)

(k,l)eJ

with

which can be represented by

AB,D .
Vo (a) = Z Y (R

—M<kl<M
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Chapter 5 Approximation algorithms

where

o it (k) € {=N,...,N —1)2
T (&) else

is a function of the indices k and [, and where (for each pair of indices (k,1)), wy; =
W, (Ag,) is an a-stable, isotropic complex-valued random variable with scale parame-
ter (A/M)¥* (because W,(d¢) has Lebesgue control measure, and A;; has Lebesgue
measure (A/M)?).

Usually, we are not interested in simulating the value of X $ 8,0 (x) for only one x € R?, or
only a few such arguments, but for a large set of # € R?. In order to perform the necessary
computations efficiently, it is useful to simulate the values of the OSSRF on a regular grid
(@m,n) With 2M x2M points (e.g. the number of approximated values of the OSSRF is the
same as the number of simulated a-stable random variables W, (A} ;) which are used for
their calculation). Thus, the approximated random field X$ B,D (and for that purpose,
the values of Vf’B’D) are calculated on x,,,, = (C-m,C -n)’, with —-M < m,n < M
and a certain constant C' > 0, so that (for each pair (m,n) € {—M, ..., M}) we have to
calculate

Vsz’B’D(xm’n) = Z e A L f ) wgy
—M<k,l<M
= > e (50> (£ i)
“M<kl<M
_ Z ot CD-(km+in) (frs - Wi
—M<Ekl<M

If the constant C'is chosen as C' = %, then C- D = %-% = 17, so that i-CD-(km+In) =

2mi - ML which means that (V¢A’B’D(xm7n)) is the two-dimensional discrete Fourier
transform (DFT) of (fy; - wg,). In this case, a fast Fourier transform (FFT) algorithm
can be used for this calculation. Therefore this choice for the constant C' is used in the
algorithm, so that

A,B,D Em+in
V.

b (xm’n) = Z 627”' 2M . (ka . wk,l)'

—M<LEk, <M

The considerations of this section can be summarized in the following algorithm for the
simulation of two-dimensional OSSRF in harmonizable representation:

(a) Simulation of (2M) x (2M) i.i.d. complex-valued isotropic a-stable random vari-

ables (1.v.) wy; = W,(Ay,) (with scale parameter o = D%),
for k,1 € {—M, ..., M — 1}* with the algorithm from subsection [5.1.1]
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5.3 Approximation of d-dimensional OSSRF in harmonizable distribution

(b) Calculation of

L if (k1) € {~N,...,N — 1}
s (&) e else

and of the products fy; - wy, for (k1) € {-M,...,M —1}*.

(c) Caleulation of VM (w0) = 30 yrgpiapr €750 (fra - wit) = DFT((fig -
Wk )k1), 1-€. the two-dimensional discrete Fourier transform of the products (fy; -

wy), using a fast Fourier transform algorithm.

(d) Calculation of le’B’D(xm,n) = Re (Vf’B’D(xm,n)) — Re (Vf’B’D(OD

5.3 Approximation of d-dimensional OSSRF in
harmonizable distribution

The algorithm for the simulation of two-dimensional OSSRF in harmonizable represen-
tation can be easily generalized to an algorithm for the simulation of d-dimensional
OSSRF (with d > 2, e.g. for three-dimensional OSSRF). Like in the two-dimensional
case, the OSSRF is simulated on the points x5 := % -m form € {-M,...,M — 1}
(a) Simulation of (2M)? i.i.d. complex-valued isotropic a-stable random variables
(with scale parameter 0 = D¥®) wy = W,o(Ap), for k € {=M,...,M — 1}9
with the algorithm from subsection [5.1.1]

w(E) Faforég=k-D , kelJ

0 , else.

(b) Calculation of fi = {

and of the products g := fi - wi; for k € {-M,...,M -1}
(¢) Calculation of Vf’B’D(%ﬁ) = D Re{ M, M_1}d 6%<rﬁ’ﬁ>gg = DFT(gg)
using a fast Fourier transform algorithm.

(d) Calculation of
A,B,D A,B,D A,B,D
X7 (zm) = Re(V, "7 7 (zm)) — Re(V,77(0)).
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Chapter 5 Approximation algorithms

5.4 Approximation of two-dimensional OSSRF in
moving average distribution

A 2-dimensional OSSRF in moving average representation

Xola) = [ (pla =)'V = (=) V) Zo(dy), a € R

is approximated by the finite sum

M-1

Xﬁ’M(x) = Z (@(x = yrt) — P(—Yr1) Za(Akp)

with parameters A > 0 and M € N, and with D := %, Yo = (k- D,l- D)T = (’;) - D,
Apy:=1k-D,(k+1)-D)x[l-D,(l+1)-D) and

(see (4.2) and (4.3)).

This can be transformed as follows:

M-1
Xg?’M(l’) = Z (P(2 = yrr) — G(=rt)) Za(Aki)
kl=—M
M-1 M-1
= Z D = Yri) Za(Dry) — Z ~Yit) ZaDry)
kel=—M kl=—M
_ yAM AM
= Vo (z) = VM (0)
with
M-1
Vit () = Z Pt — Y1) Za(Akp)-
kl=—M

In order to obtain a useful and efficient algorithm for the simulation of a whole random
field XM (x), the values of V" are evaluated not just on some arbitrary point z € R?,
but on the same grid of points, on which the function ¢ is evalated during the simulation.
This means, the values of V;’M(:vm’n) (and, using these results, the values of X ;"M (Tmn))
are simulated for ,, , := Ym, = D" (:’Z) for all m,n € {—M,..., M —1}. As we will see,
this choice of evaluation points enables an efficient implementation of the simulation of
2M - 2M values of the OSSRF at once.
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5.4 Approximation of two-dimensional OSSRF in moving average distribution

With this choice of evaluation points, V; M has the form

M-1

VgLM(xm,n) — Z P(Tmm — Yrt) Za(Aky)

kl=—M

- kngsﬁ (D- (ZZ) ~-D- (?)) Za(Ar1)
_ MZ_I @(D- (TZ:D) Zo(Aky)

kl=—

= meknlzkl

kl=—

with f, s = @(D- (’;)) for each k,l € {—2M +1,...,2M — 1}, and where z; 1= Z,(Axy)
is a realization of a symmetric a-stable random variable with scale parameter D¢
because the random measure Z has Lebesgue control measure, and Ay ; has the Lebesgue
measure D?. In other words: V;LM is a convolution of the arrays (f, ) (the function values
of @) and (zi;) (the simulated values of a symmetric a-stable random variable). This
convolution can be calculated very efficiently using the fast Fourier transform and the
inverse fast Fourier transform (see section .

Therefore, the random field X ;"M (x) can be simulated by the following algorithm:

(a) Simulation of (2M)? i.i.d. symmetric a-stable random variables z; = Z,(Agy),
~M < k,l < M — 1, with parameters p = 0,3 = 0,0 = D% (see subsection
51.9).

(b) Calculation of

So(yk,l)H_Q/av (]C, l) ¢ {_17 0}2

fit = Bloet) = {o, (k,1) € {~1,0}2

for y, = (D), —2M <k,1<2M 1.

(c) Calculation of

M1
V¢A’M($m,n) = Z O(Ym—tn—t1) - Za(Ary) = Z fn—km—1 " 2k
k=

kl=—

for m,n € {—M,..., M — 1} (with the algorithm presented in section [5.7).
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Chapter 5 Approximation algorithms

(d) Calculation of
AM _ AM AM
ch (Tmn) = V¢a (Tmn) — V@ (0)

for m,n e {-M,...,.M —1}.

5.5 Approximation of d-dimensional OSSRF in moving
average representation

In the moving-average case, the algorithm for the simulation of two-dimensional OSSRF
can also be generalized straight-forward to the simulation of OSSRF in higher dimension
(analogous to the generalization to higher dimensions in the harmonizable representa-
tion): Be d > 2, then an OSSRF in moving average representation can be approximated
(in the points g =m - D for m € {—M, ..., M — 1}¢) with the following procedure:

(a) Simulation of (2M)? ii.d. symmetric a-stable random variables z; = Z,(Ag),
Kk € {—M,...,M — 1}, with parameters u = 0,3 = 0,0 = D¥“ (see subsection
5.1.9).

(b) Calculation of
o e, k¢ {-1,04
fk Sp(yk) {O, EE {—1,0}d

forye =k-D, ke {-2M,... 2M—1}"

(c) Calculation of

V;’M(ﬂﬁrﬁ) = Z P(Ym ) - Za(Af) = Z Jak -

Ke{—M,...M—1}d Ke{-M,..,.M—1}d
for m € {—M,..., M — 1}¢ (see section [5.7).

(d) Calculation of

forme {—M,..., M — 1}
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5.6 The fast Fourier transform

5.6 The fast Fourier transform

The methods for the simulation of OSSRF, which have been presented in this chapter,
use d-dimensional discrete Fourier transforms, i.e. the calculation of sums of the form

s <m k .
Um = Z z - e v, me{0,...,N—1}
ke{0,...,N—1}d

for a number N € N. If the transform was implemented directly from this sum formula
(i.e. calculating N¢ sums of N¢ summands each), the required time for the calcula-
tion would be asymptotically proportional to N?? (respective P?, where P = N is
the number of processed data points), i.e. the calculation would have a complexity of
O(N?4) (resp. O(P?)). However, with a more sophisticated algorithm (a “fast Fourier
transform”), the same sums can be calculated with a complexity of O(N?-log(N)) (resp.
O(P-log(P))), thus performing the calculations much faster. In the following paragraphs,
some basic principles of a “fast” Fourier transform, which reduce the time complexity
(and thus the needed time for the calculation), are presented.

Multi-dimensional discrete Fourier transforms

A discrete Fourier transform of a d-dimensional data array (with d > 2) can be parti-
tioned into the calculation of one-dimensional Fourier transforms. More precisely, the
Fourier transform of an d-dimensional array of size N¢ (i.e. length N in each dimen-
sion) can be calculated by performing N4 ! one-dimensional DFTs (each of size N)
in the first dimension, followed by N~! one-dimensional DFTs in the second dimen-
sion, etc. Combined, d x N9~! one-dimensional DFTs (with a complexity of O(N?)
each) have to be calculated, so that the complexity has been reduced from O(N??) to
O(Nd—l . N2> —_ O(Nd+1>.

This sectioning of the DFT is shown more detailed in the case of a two-dimensional
transform: Be the array v, , the result of a DFT of zy; (with k,l,m,n € {0,..., N—1}),

i.e.
27T7;'km+ln
Ymn = E Tkl € N

0<k,I<N
This can be transformed to:
N—-1N-1
i km+in - km :ln
ym,n — § : xk,l . 627rz ~ — xk,l . 627rz N . 6271'1 N
0<k,l<N 1=0 k=0
N-1 N-1
In km
— 627” N . E :xk,l 6271’1 N
1=0 k=0
Ny - S
::Zm,l
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ie. Ymn = Zl 0 Y - 2 % with Zmi = Ziv:_ol Thy 2§ Therefore, the two-
dimensional DFT can be calculated by calculating first the z,,; from the x;; for each [
(DFTs of the columns) and then calculating the y,, , from the z,,; for each m (DFTs of
the rows). Thus, the algorithm of the two-dimensional DFT has been changed from the
calculation of N? sums with N? summands each to the calculation of 2N one-dimensional
DFTs, i.e. 2N - N sums with N sums each. Therefore, the number of evaluations of the
exp-function and the number of multiplications have been reduced from N* to 2N3.
The same method can be used to calculate a d-dimensional DFT using one-dimensional
DFTs also for higher dimensions (d > 2). This technique is used in the implementation of
FFTs in JAVA which is part of the JAVA implementation of the simulation algorithms
for OSSRF described in this chapter, and it is also used for the calculation of multi-
dimensional FFTs in MATLAB, as it is described in [9] (a German MATLAB manual)
in section 8.6, and in [7] in the descriptions of the functions ££t2 and fftn.

One-dimensional Fourier transform

Bey,, = ZkN;Ol 23,-e2™ % Tf this sum is calculated for each m € {0,..., N—1} separately,
then N? evaluations of the complex exp-function and N? complex multiplications need
to be performed. With a more efficient algorithm, the fast Fourier transform, these sums
can be calculated much faster. It is most efficient if N is a power of 2, then its complexity
is in O(N x log(N)) (compared to O(N?) for the simple DFT algorithm). An algorithm
for the fast calculation of a Fourier transform was published by J. Cooley and J. Tukey
in 1965 (see [3]).

If N is an even number, the calculation of this sum can be divided into the calculation
of two smaller sums (one sum for all even indices of the original sum, and one sum of
the summands with odd indices), and their combination, as follows (be N’ = &):

E :LE 27rzT

N’—l N'—1 ”
271_Z-'2k"m (2k +1)m
= E Top! - € 2N’ + g Lokt 41 2N/
k'=0 k=0
N'—1 N'—1 .
— ka/- 271 N’ +€27rz $2k”+1 T 57 )
k'"=0
TV 4 A TV
=y, =y

The sums ¥/, and ¥/, which again have the form of a discrete Fourier transform, have
N’ = N/2 summands each (opposed to the N summands of the original sum), and they
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5.6 The fast Fourier transform

only have to be calculated for m < N’ because their values are the same for m and for
m+ N

N'—1 iy N'—1 .

-y m+N - "N

Z/;n+N/ = E Tops - €77 E Top - € N’ PN
l:

N'—1

!
_ omri- o
= Y o P 1=y,
k'=0

(and analogously for y . \,). After calculating these sums for 0 < m < N’ (which can
be done recursively with this method, if N’ is also even, or by a direct summation with
only N> = N?/4 summands for each of the two sums), the values of y,, and 4, n+ are

27 2% 27 T +N'
calculated (in O( ) time) by ym = v/, + 2N -y’ and Yoy =y, + 2N Lyl =
Yl — ¥R g (for 0 <m < N').

If N is a power of 2, then the DFT can be calculated by dividing the summation into
two parts of half length recursively, until only DFTs of length 1 have to be processed.

This partitioning method can be applied not only if N is divisible by 2, but analogously
also if N is divisible by 3, 5, or other numbers. Therefore, the DFT can be calculated very
efficiently if NV can be factorized into small prime factors. However, the best performance
is achieved for powers of 2.

The effect of an efficient implementation of the discrete Fourier transform is demon-
strated in table [5.1 which compares the runtimes of a direct implementation of the
DFT without optimizations (tprr2), of an implementation which uses calls to a simple
implementation of the one-dimensional DFT (tppr), of an implementation which uses
calls to a one-dimensional fast Fourier transform (fppr) - all of them implemented in
JAVA - and of the ££t2 function in MATLAB (tp;arrap) for a two-dimensional DFT.
The values are times in seconds, unless stated otherwise, and were measured for cal-
culations on a single core of a 2.4 Ghz Intel Core 2 Duo processor. Times in brackets
have not been measured, but extrapolated from the measured smaller values. The table
shows that using a fast algorithm reduces the processing time by a large factor, thereby
enabling the calculation of DFTs with several million data points within a few seconds
instead of several hours or even days. For example, the calculation of a DFT with one
million elements can be calculated by the used implementation of the FF'T within one
second, while it would have taken about 7.5 hours with a simple, direct implementation.
The corresponding function in MATLAB took only 0.14 seconds to finish the calculation.
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N N?% | tprro tprr trrT tMATLAB
40 1600 | 0.069 0.0032 0.00055 | 0.00015
60 3600 | 0.350 0.011 0.0018 | 0.00039
80 6400 | 1.08 0.026 0.0024 | 0.00066
100 10000 | 2.71 0.051 0.0060 | 0.0015
200 40000 | [43] 0.42 0.027 0.0048
300 90000 | [~ 3.7 min.] 1.5 0.072 0.011
500 | 250000 | [~ 28 min.] 7.4 023 | 0.034
1000 | 1000000 | [~ 750] [~ 1.0min] 095 | 0.14
2000 | 4000000 | [~ 5.0 days] [~ 8.0 min] 4.0 0.60
3000 | 9000000 | [~ 25 days] [~ 27.0 min.] 10.5 1.38
64 4096 | 0.44 0.013 0.0009 | 0.0007
128 16384 | 7.3 0.11 0.0042 | 0.0020
256 | 65536 | [116] 0.92 0.019 | 0.0071
512 262144 | [~ 31 min.] 7.95 0.089 0.041
1024 | 1048576 | [~ 82h]  [64] 040 | 0.17
2048 | 4194304 | [~ 5.5 days| |~ 8.6 min] 1.8 0.71
4096 | 16777216 | [~ 88 days] [~ 69 min.| 8.5 2.94

Table 5.1: Times for the calculation of a two-dimensional discrete Fourier transform on
N - N data points (times without a stated unit are in seconds). tppro is the
time for a direct implementation of the two-dimensional transform, ¢ppr the
time for an implementation which splits the transform into one-dimensional
DFTs, t ppr the time for an implementation using one-dimensional fast Fourier
transforms (all three being implemented in JAVA), and ty; 4745 the comput-
ing time for the corresponding FFT function in MATLAB. Times in brackets
have not been measured, but extrapolated.

5.7 The fast convolution

During the simulation of a moving-average OSSRF, sums of the form

va = Vil am) = Y fale %

Ke{—M,..,M—1}¢

for m € {—M,...,M — 1}? have to be calculated (in step (c) of the algorithms in
sections and . If these sums are simply calculated one after another by explicitly
calculating each single summand and adding these summands, (2M)? sums of (2M)?
summands each have to be calculated, i.e. the complexity of this calculation is in O(M??).
As we will show in this section, this convolution can also be calculated by performing
two fast Fourier transforms and one inverse FFT of arrays of size (4M)?. Because these
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5.7 The fast convolution

FFTs and the inverse FFT have a complexity of O(M? -log(M)) (as it has been shown
in the previous section), the computing time for the convolution is reduced to a small
fraction for sufficiently large values of M.

In this section, (FFT(z)) be the notation of the array which is the result of a fast
Fourier transform applied to the array xy, and (IFFT(vg)) be the notation for the result
of an inverse fast Fourier transform on vz. Additionally be

My :={0,....4M —1}¢

and -
N 2, ke{-M,. .. ,M~—1}¢
Zo = )
k 0, else

~

e f and Z the fast Fourier transforms of the shifted arrays (fj)i (—onm,on—1y and

(§E>E€{72M,A..,2M71}7 Le.

7’<n 1>
fa = (FFT(f (2ay)) Z eI f1tanrya
16M4
and
A o SHE>
ta= (FFT (G pypa))a = €700 Z i
keMy

_ g SHE>
= E e M zk—{2M}d
Ke{M,...,3M—1}d

for i € My. Then the elementwise product of these arrays is (again, for each n € M,)

FFT(f] {QM}d)) (FFT(EK—&M}d))ﬁ

i <i,l> <n K> -
= M fl oy | E i vvi Zkf{ZM}d
TeMy

KeMy

<l’1 l>+<l’) k> ~
= T i ey FR— oy

'—‘l

n1(l1+k1)+ Anggtkg) -
= E : w “JT-{amyd T FR_{2myd

cEMy
ot n1p1+ -+ngpg ~
= Z Z e O i fanya FRganya

LkeMy
l +k;=p; (mod 4M),
1<j<d

'—‘l

'Ul
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_ Z Z Z 2mi e Fi oy Zeoanye

BEM4 ke My Tem
li=pj—k;j (mod 4M),
1<j<d
<n B>
= § : e*m i E : Z_qoanya * Jup—)—2ary
PeMy KeMy

=

where t(1) = t((ly,...,13)T)

(t(lh), ..., t(lq)", with
L, 0<1l;<4M —1

t(l;) :=1; mod 4M =
L +4M, —4M <1< —1

The inverse Fourier transform of 03,
Le. IFFT(0g) = IFFT((FFT(fi_o0ya))i - (FFT(Zg_(504))5), 1s given by

/ﬁﬁ‘l_{QM}d = (IFFT(@ﬁ))Iﬁ
1 — 9o <m,ia>
= (4M)d Z € Ui

neMy
1 <m n> . <n,p>
_ 27 = s, . R
T (4M)d D e R Y T Y R vy fysi—oane
neMy BEMy KeMy
1 <A F-m>
_ 2mi == . . N
(4M)? DD DR 2 G fus -
neMy peMy KeMy

: z Qg SHLP_m>
— (4M)d Z Z ZE—{QM}d . ft(ﬁ—lz)—{?M}d . ( e AT )

PEM4 \keM,

1 7 —
~ (4M)e DA DD G fgaio—aane | - (AM)* - 1wy (B)
peM, kE./Vl4

= D G Syaoio—ane
keMy

= 2 e fumpoean
Kke{M,...3M—1}d

for m € M.

Therefore,

Um = Z “K—{2M}d ft(m+{2M}d K)—{2M}d
ke{M,...3M—1}d

= Z g ft(rﬁ_lz)_pM}d

ke{—M,..,M—1}¢
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5.7 The fast convolution

for m € {—2M,...,2M — 1} In the following, be s(m — k) := t(m — k) — {2M}7. If
me{-M,... , M—1}andk € {-M,...,M —1}¢, then follows for all j € {1,...,d}
that

mj —k; € {=2M +1,...,2M — 1}
=t(m; — k) = m; — k; m; —k; € {0,...,2M — 1}
b mj —k; +4M, m;—k; € {-2M,..., -1}

mj—k:j—QM, mj—kjE{O,...,QM—l}

(m] J) {mj—kj+2M7 mj—kjE{—QM,...,—l}

i.e. the array fs(~) = ft(f)— (20} is obtained from the array f; by a transformation s which
cuts the array in each dimension into two halves and exchanges them (this is exactly the
operation which - for one dimension - is provided in Matlab by the function fftshift).
Obviously, this transformation is inverse to itself.

Thus, vm = ZEG{fM,...,Mfl}d K ft(rﬁfﬁ)f{2M}d = ZEE{fM,...,Mfl}d K fs(r'ﬁflz)
can be calculated by

Ui q2anyd = (IFFT (0g))m = TFFT((FFT(fi_oppy0))a - (FFT(Z_(o0130))5),

or, equivalently, vy = ZEG{—M,...,M—I}d % famk = ZEG{—M,...,M—I}d K fs(s(rﬁ_lz)) can be
calculated by

Vi qeanys = IFFT((FFT(f 1 oary))a - (FFT(Z_o00y0))5),

For example, in the case of d = 2 this algorithm for the fast convolution of the arrays
f and z can be implemented in Matlab as follows (assuming that an array z of size
2M x 2M and an array f of size 4M x 4M have already been initialized):

function v = fastconv2(f, z)
f = fftshift (fftshift(f, 1), 2); % ’transformation s’
f = fft2(f); % Fourier transform of f

zz = zeros (4+M, 4xM);
zz (M+1:3«M, M+1:3+M) = 3z;
zz. = fft2(z2);

"tilde{z}’
copy z to center of zz
Fourier transform of tilde{z}

N N XN

vv = zz.*xf;
vv = ifft2 (vv);

v = vv (M+1:3xM, M+1:3+M);
end

componentwise multiplication
inverse Fourier transforms
use only the central part
of size 2Mx2M

N NN K
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Chapter 6

Implementations of the approximation
algorithms

The algorithms for the simulation of OSSRF in harmonizable representation or in moving
average representation which are presented in the previous chapter, have been imple-
mented for the two-dimensional and the three-dimensional cases in Matlab and also in
the programming language Java. In this chapter, some visualisations of OSSRF's which
have been generated by these programs are presented, as well as also several statistics
of the required system resources (memory and computing time) in relation to the size of
the simulated random field. The source codes for the simulation functions in Matlab are
also included in this chapter (however, sources of the Java implementation are not listed
in this thesis because of their length, but they can be found as files on the attached CD).

6.1 Implementations in Matlab

6.1.1 Simulation of two-dimensional OSSRFs in Matlab

The algorithms for the simulation of two-dimensional OSSRF, which are described in
sections |b.2f and have been implemented in the Matlab language. These implemen-
tations are given in the following program listings and are based on Matlab programs
for the simulation of OSSRF by Prof. H. P. Schefller.

Simulation of harmonizable OSSRF

The first function implements the simulation of a harmonizable OSSRF. It has to be
provided with the parameters of the OSSRF which should be simulated, and of the
simulation procedure (A and M), and returns a matrix with the simulated values of the

OSSRF and a matrix of the function values fi; == ¢ (&ml)_H_%:
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Listing 6.1: The file simuH2ds.m

function [X,phi]=simuH2ds(alpha, H, A, M, N, al, a2, vl, v2, Cl1, C2, rho)

end

% two wvalues which are repeatedly used in the calculations
M2 = Mx2;
D = A/M;

% generate complexr random numbers
Z = complex (randn (M2, M2), randn(M2,M2));
Z = Zx D" (2/alpha);

if alpha < 2
Alshift = tan(pixalpha /4);
Al = reshape( rstab(alpha/2, 1, M2«sM2) , M2, M2) + Alshift;
Al = (cos(pixalpha/4))"(2/alpha) xAl;
Z = Al."(1/2).%Z;
end;
clear (’Al1’, ’>Alshift’);

% calculate wvalues of E-homogeneous function phi

[k, l]=meshgrid(—A:D:A-D, —A:D:A-D);

phi = (Clx(abs(k*cos(vl) + lxsin(vl)))." (rho/al)
+ C2x(abs(k*cos(v2) + lxsin(v2))). (rho/a2))
.“((—H—(al4a2)/alpha)/rho);

phi( —NHMVH1 : NM, -NVH1L : NHM) = 0;

clear (’k’, '17);

%multiply complex random mnumbers with values of phi
newphi = phi.xZ;
clear (’Z7);

% FFT

newphi = fftshift (fftshift (newphi, 1), 2);
X = real (fft2 (newphi)—sum(sum(newphi)));
X = fftshift (fftshift (X, 1), 2);

In order to test this function and to simulate an OSSRF, this function can be called by
the following MATLAB script, which calls the function, providing it with the necessary
parameter values, and displays the values of the simulated random field in a picture
(mapping the values to different colors):

Listing 6.2: The file ossrfHs2d.m

% initialization of parameters for simulation

alpha = 1.5; H= 0.5 ;
M = 2000; N = 4;
al = 1; a2 = 1;
vl = 0; v2 = 0.8;
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Cl = 1; C2 = 1;
rho = 2; A= 5.0;

% simulate ossrf

tic;

Y=simuH2ds(alpha ,H,AM,N,al, a2 ,vl,v2,C1,C2,rho);

disp (sprintf( ’OSSRF of size %dx%d simulated in %g seconds.’,
2xM, 2#M, toc));

% display ossrf
figure, surf(Y), view(0,90), shading flat, axis(’off’);

The required amount of memory space for this program is particularly large during the
simulation of non-gaussian random variables by the function rstab. This function does
not simulate single random numbers one after another in a loop, but avoids using loops
by manipulating the whole vector of random numbers at once (which is a usual strategy
when programming in Matlab). This implies that the intermediate results are also stored
as vectors of the length which is specified as the third parameter of the function rstab. In
the presented program it is (2M)?. During the calculation, the function initializes several
variables with intermediate results as vectors of this length, so that twelve such vectors
are in the memory at the end of a simulation by rstab. This means that if the parameter
M has, for example, the value M = 2000, then the function rstab needs memory space
for more than 12 - 4000 = 192000000 double-precision floating point numbers (with
8 bytes each), which is about 1.43 GB - or 96 bytes per simulated random number.
Therefore, the amount of required memory space can be reduced by calling the rstab
function several times with a smaller third parameter in order to simulate a part of the
random numbers, instead of simulating all random numbers at once. If the respective
lines of code in the function simuH2ds

Al = reshape( rstab(alpha/2, 1, M2«M2) |, M2, M2) 4+ Alshift;
Al = (cos(pixalpha/4))"(2/alpha) =Al;

are replaced, for example, by the following lines

Al = zeros(M2);
A1( 1:M, 1:M) = reshape(rstab (alpha /2,1 M«M)
A1(  1:M, 14M:M2) = reshape(rstab (alpha /2,1 M«M)
AT(14M: M2, 1:M) = reshape(rstab(alpha/2,1 M«M) MM
AT(14M: M2, 14M:M2) = reshape(rstab (alpha /2,1 MxM)

( ;

Al = (cos(pixalpha/4))"(2/alpha)x (Al + Alshift)

then the function rstab uses only vectors of length M? instead of 4M?. Considering the
fact that now the matrix A1 with 4M? has been initialized (with zeros) before applying
rstab (and therefore also occupies memory space), the amount of memory needed for
the simulation of the random numbers in A1 has been reduced from 8-12-4M? = 384M?
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bytes to 8 - (4M? + 12M?) = 128 M? bytes, which is a reduction by the factor 3. This
procedure is implemented in the function simuH2d1, which is called, e.g. by the script in
the file ossrfH2d.m. Usually, it is a bit slower (by less than 1%) than the first (simpler)
code variant.

Another, even more memory-saving alternative for the simulation of the non-gaussian
random variables is to call the function rstab in a loop (with more than 4 repetitions
of the loop), as in the following code example:

numBlocks = 20;
bStart = floor ((0:numBlocks—1)«M2/numBlocks)+1;

bEnd = floor ((1:numBlocks) +M2/numBlocks);
Al = zeros(M2);
for ib = 1:numBlocks

bSize = bEnd(ib)—bStart (ib)+1;
Al(bStart (ib ):bEnd(ib), :) = ...
reshape(rstab (alpha/2, 1, bSizexM2), bSize, M2);
end
Al = (cos(pixalpha/4))"(2/alpha) x (Al + Alshift);

With this variant for the simulation of the non-gaussian random variables, the simulation
of an OSSRF takes about 2% more time than with the first (simpler) variant.

Another task which requires much memory space is the display of the simulated OSSRF
as an image. Displaying the image only for a part of the random field, rather than for all
simulated values, reduced the memory consumption of the display functions and allows
to simulate larger fields without causing an error due to a lack of available memory
(Anyways, random fields with a width and height of e.g. 2000 - or even more - can’t be
shown in all details on usual computer displays, because the displays don’t have such a
high resolution). This can be achieved by exchanging the line

figure, surf(Y), view(0,90), shading flat, axis(’off’);

by

m2 = Mt-floor (displaySize /2);

ml = m2 — displaySize+1;

figure, surf(Y(ml:m2, ml:m2) ), view(0,90);
shading flat , axis(’off’);

where the variable displaySize has been defined before as the size of the displayed
central part of the OSSRF (see the file ossrfH2d.m).

Some examples of harmonizable OSSRFs which have been simulated using this Matlab
program, are shown in figure [6.1
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Simulation of moving-average OSSRF

The algorithm for the simulation of two-dimensional OSSRF in moving-average repre-
sentation, which is described in section has been implemented in the following two
files: The function simuM2d simulates an OSSRF, and the script ossrfM2d calls this
function and displays the resulting random field (similar to the files simuH2ds.m and
ossrfHs2d.m, or simuH2d1.m and ossrfH2d.m in the harmonizable case).

Listing 6.3: The file simuM2d.m

function [X,phi]=simuM2d(alpha, H, A, M, al, a2, vl, v2, Cl, C2, rho)

% two wvalues which are repeatedly used in the calculations
M2 = Mx2;
D = A/M;

%generate alpha—stable random numbers
7= reshape(rstab (alpha, 0, M2«M2), M2, M2);
Z=D"(2/alpha)«Z;

%calculate values of E-homogenecous function phi

[k, l]=meshgrid (—2+A:D:2xA-D, —2xA:D:2xA-D);

phi = (Clx(abs(kxcos(vl) + lxsin(vl)))." (rho/al)
+ C2x(abs(k+cos(v2) + lxsin(v2))). (rho/a2))...
."((H—(al4a2)/alpha)/rho);

phi (M2:M2+1 ,M2:M2+1)=0;

clear (’k’, '17);

%convolution of random numbers and values of phi, using the f[ft
phi = fftshift (phi, 1);
phi = fftshift (phi, 2);
phi = fft2 (phi);
Y = zeros (Mx4, Mx4);
Y(M+1Ms3, M+1M«3) = Z;
clear (’Z’);
Y = fft2(Y);
Y=Y .x phi;
clear (’phi’);
Y = ifft2(Y);
X =Y (M+1Mx3, M+1:Mx3);
X=X—X(M+1M+1);

end

Listing 6.4: The file ossrfM2d.m

% initialization of parameters for simulation

alpha = 2.0; H= 0.6 ;
al = 1.0; a2 = 2.0;
vl = 1.0; v2 = 2.57,;
Cl = 1; C2 = 1;

91




[ BN i@}

11
12
13
14
15
16
17

Chapter 6 Implementations of the approximation algorithms

rho = 2.0;
A = 20.0; M = 800;

%simulate OSSRF

tic;

[Y, phi]=simuM2d(alpha, H,A M al, a2,vl,v2,C1,C2,rho);

disp (sprintf( ’OSSRF of size %dx%d simulated in %g seconds.’,
2s«M, 2xM, toc));

%display OSSRF
figure, surf(Y), view(0,90), shading flat, axis(’off’);

) )

set (gca, ’ActivePositionProperty’, ’'position’, ’Position [0 01 1]);

In figure 6.2, some examples of two-dimensional OSSRF in moving-average representa-
tion are shown, which have been generated with the given Matlab functions.

As an alternative to setting the values of the parameters explicitly in the source code (of
the file ossrfM2d.m), and therefore having to edit this file always when a parameter must
be changed, the script ossrfMi2d can be used instead, which prompts the user to input
these values. Analogously, the script ossrfHi2d asks the user to state parameter values
for the simulation of a harmonizable OSSRF (unlike ossrfH2d1, where the parameter
values are set in the source code), and with the command ossrfgui2d a dialog window
can be opened (see figure (a)) which enables the user to input and change the
parameter values and start the simulation of an OSSRF in harmonizable or moving
average representation.

Required memory and CPU time

Table shows the times which were required for the simulation of two-dimensional
OSSRF with this Matlab programs. These times are also considered in relation to the size
of the simulated field (i.e. as time for the calculation per million values of the simulated
field) in this table. The times were taken with the Matlab commands tic and toc. The
used test system (which was also used for all other simulations which are described in
this chapter) is an Apple MacBook with a 2.4 GHz Intel Core 2 Duo processor and
4 GB RAM. The tests of the Matlab programs were performed using one CPU core
(i.e. no multithreading) and with 2GB free RAM. Using this amount of memory, the
maximum size of an OSSRF which could be simulated was about 31.4 mio. values (i.e.
parameter M = 2800, generating a matrix of size 5600 x 5600) for a harmonizable field,
and about 10.2 mio. values (M = 1600, or a 3200 x 3200-matrix) in the moving-average
case. This demonstrates the fact that the simulation of a harmonizable OSSRF can be
achieved much more memory-efficient than the simulation of an equally-sized moving-
average OSSRF. The main reason is the need to perform FFTs with 4M x 4 M- matrices
of complex numbers during the fast calculation of the convolution in the simulation of
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moving average OSSRFs, which are four times larger than the 2M x 2/ -matrices which

are used in the functions for the simulation of harmonizable random fields. The numbers
in table demonstrate that:

(a)

(b)

()

The time for the calculation is approximately proportional to the number of points
for which the OSSRF is simulated (if the other parameters remain unchanged).

There is a huge difference between the simulation time of a harmonizable gaussian
random field and the simulation time of a harmonizable non-gaussian field of the
same size, the latter being approximately three times as large as the first: The
approximation of a gaussian field takes about 0.8 seconds per mio. elements of
the simulated matrix, while for a non-gaussian field about 2.4 seconds per mio.
elements are needed. This is due to the fact that the part of the calculation which is
only needed when simulating non-gaussian OSSRF's (mainly the simulation of non-
gaussian random variables with rstab) takes about twice as much time as all the
calculation steps for the simulation of gaussian random fields (i.e. the simulation
of gaussian r.v.s, the calculation of the function phi, and a Fourier transform).

The simulation of moving-average random fields does not only require much more
memory space, but also much more time for the calculation than the simulation
of a harmonizable field of the same size.

size of the OSSRF simulation time simulation time per mio. values
M | mio. values || ha. « =2 | ha. « <2 | mov. av. || ha. « =2 | ha. & < 2 | mov. av.
100 0.04 0.035 0.097 0.238 0.88 2.43 5.95
200 0.16 0.118 0.364 0.95 0.74 2.28 5.94
400 0.64 0.462 1.49 3.80 0.72 2.33 5.94
800 2.56 1.84 6.01 16.7 0.72 2.35 6.52
1600 10.24 8.07 24.4 68.0 0.79 2.38 6.64
2800 31.36 25.7 75.2 —— 0.82 2.40 ——

Table 6.1: Time (in s.) for the calculation of two-dimensional OSSRF in Matlab (ha.
“a = 2”7 = gaussian, harmonizable OSSRF's, “ha. a < 2” = non-gaussian,
harmonizable OSSRF's, “mov. av.” = moving average OSSRF's).
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4 4

(a) o = 2.0, isotropic (b) @ = 2.0, anisotropic

(¢) a = 1.5, isotropic (d) a = 1.5, anisotropic

Figure 6.1: Some examples of two-dimensional harmonizable OSSRF's, simulated with
Matlab.
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(a) a = 2.0, isotropic (b) @ = 2.0, anisotropic

(¢) a = 1.8, isotropic (d) o = 1.8, anisotropic

Figure 6.2: Some examples of two-dimensional moving-average OSSRFs, simulated with
Matlab.
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6.1.2 Simulation of three-dimensional OSSRF in Matlab

The algorithms for the simulation of OSSRF', which are described in sections and
[.5] have been implemented in the Matlab language also for the three-dimensional case.
These implementations are based on the programs for the simulation of two-dimensional
OSSRF (which have been presented on the previous pages).

Harmonizable three-dimensional OSSRF can be simulated in Matlab with the function
simuH3ds, whose source code is given in the following listing. When 2 GB (=2048 MB)
free memory are available, then this function can simulate gaussian fields up to a size of
about 26.5 million data points (parameter M = 149) and non-gaussian stable fields up
to a size of approximately 12.8 mio. data points (parameter M = 117).

Listing 6.5: The file simuH3ds.m

function Y=simuH3ds (alpha ,H,A, M, N, al,a2,a3, vl,v2,v3, Cl, C2, C3, rho)

% two values which are repeatedly used in the calculations
M2 = Mx2;
D = A/M;

% Part 1: Simulation of isotropic stable 7.v.s
% Part 1.1: Simulation of complexr isotropic gaussian r.v.s
disp (’Simulate stable random variables...’);

% Part 1.1: generate complex random numbers
7 complex (randn (2«M, 2«M, 2«M), randn(2+M, 2xM, 2xM));
Z = Zx D" (3/alpha);

% Part 1.2: If alpha < 2, then multiply with sqrt of stable r.v.
% with parameter beta’ = 1 and alpha’ = alpha/2
if alpha < 2
Alshift = tan(pixalpha/4);
Al =reshape(rstab (alpha /2,1, M2«M2«M2), M2, M2, M2);
Al = (cos(pixalpha/4))"(2/alpha) x (Al + Alshift);
Z=A1."(1/2).%Z;
clear (’Al’, ’"Alshift’);
end;

% Part 2: Calculate wvalues of the function phi
disp(’Calculate function PHI ...7);

[k,1,m] = meshgrid(—M«D:D:(M—1)%D);

+ mxv1(3))). (rho/al)

phi = ( Clx(abs( kxvl(1l) + 1xv1(2)
( ; + mxv2(3))). (rho/a2)

( 1) (
+ C2x(abs( kxv2(1) + 1xv2(
+ C3x(abs( kxv3 (1) + 1xv3(
). ((—H—(al4a2+4a3)/alpha)/r
clear (’k’, 17, 'm’);

+ mxv3(3))). (rho/a3)

2
2
2
ho );
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% cut out area in the center

phi (MEN+1:M4N, M-N+1:M#N, MN+1:MiN) = 0;

% Part 3: FFT

disp (’FFT ...");

Y = phi.xZ;

clear (’phi’, 'Z’);

Y = fftshift (fftshift (fftshift (Y, 1), 2), 3);

sumY = sum(sum(sum(Y)));

Y = fftn (Y);

Y = real (Y—sumY);

Y = fftshift (fftshift (fftshift (Y, 1), 2), 3);
end

The required amount of memory can be reduced by calculating the simulated random
numbers and the values of the function phi in several parts, e.g. separately for each two-
dimensional plane with the same z-coordinate, rather than calculating this values at once
for the whole three-dimensional array. The following variation of the simulation func-
tion (simuH3dl) uses this improvement and allows the simulation of three-dimensional
OSSRFs in harmonizable representation with a maximum parameter value of M = 177
(for gaussian and for non-gaussian OSSRFs), corresponding to a maximum size of al-
most 44.4 millionen data points, when 2 GB of free memory space are available. This
maximum sample size is about 68% larger than before in the gaussian case, and almost
3.5 times the previous maximum number of simulated values in the non-gaussian case.

Listing 6.6: The file simuH3dl.m

function Y=simuH3dl (alpha ,H,A, M, N, al,a2,a3, vl,v2,v3, Cl, C2, C3, rho)

% two wvalues which are repeatedly used in the calculations
M2 = Mx2;
D = A/

[k, 1] = meshgrid(-M«D:D:(M—1)«D);
arrayD = Dxones (M2, M2);

Y = zeros(2xM, 2xM, 2:«M); % reserve space for large array
for j = 1:M2
Part 1: Simulation of isotropic stable r.v.s
Part 1.1: Simulation of complexr isotropic gaussian r.v.S§
= complex (randn (2xM, 2+«M), randn(2xM, 2s+M));
= Zx D" (3/alpha);

N N R R

% Part 1.2: If alpha < 2, then multiply with sqrt of stable r.v.
% with parameter beta’ = 1 and alpha’ = alpha/2
if alpha < 2

Alshift = tan(pixalpha/4);

97




21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58

Chapter 6 Implementations of the approximation algorithms

end;

Al =reshape(rstab (alpha /2,1, M2«M2), M2,M2);
Al = (cos(pixalpha/4))"(2/alpha) x (Al + Alshift);
Z =A1."(1/2).%Z;
clear (’Al’, ’>Alshift’);
end;

)

% Part 2: Calculate values of the function phi

m = (j-M-1)xarrayD;

phi = ( Clx(abs( kxvl1(1l) + 1xv1(2) + mxv1(3)))." (rho/al)
+ C2x(abs( k*xv2(1l) + 1*v2(2) + mxv2(3)))." (rho/a2)
+ C3x(abs( kxv3 (1) + 1%v3(2) + m*xv3(3)))." (rho/a3)
)." ((—H—(al4+a2+a3)/alpha)/rho);

clear( 'm’);

% cut out area in the center
if ((j>= MN+1)&&(j<= MN))
phi (MEN+1:M4N, M-N+1:M4N) = 0;
end;

Z = phi.xZ;

% fftshift
7 = fftshift (fftshift (Z, 1), 2);

if (j <=M)

Y(:, :, jM) = Z;
else

Y(:, :, j-M) = Z;
end ;

% end of loop ’'for j= 1:M2’

% Part 8: FFT
clear (’phi’, 'Z’, ’k’, 17, ’arrayD’);

sumY = sum(sum(sum(Y)));

Y = fftn (Y);

Y = real (Y—sumY);

Y = fftshift (fftshift (fftshift (Y, 1), 2), 3);
end

OSSRF's in moving average representation can be simulted with the function simuM3d.
If 2 GB free memory space are available, random fields with a maximal parameter value
of M = 80 (and a size of about 4.1 mio. data points) can be simulated by this function:

Listing 6.7: The file simuM3d.m

Tk W N~

function X=simuM3d (alpha, H, A, M, al,a2,a3, vl,v2,v3, C1,C2,C3, rho)
% two wvalues which are repeatedly used in the calculations

M2 = Mx2;
D = A/M;

98



0 3

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

— O © 00 O Uk Wi =

— =

6.1 Implementations in Matlab

% Part 1: Simulation of symmetric stable random wvariables
Z=rstab (alpha, 0, M2xM2xM2);
Z = D" (3/alpha)*reshape(Z, M2, M2, M2);

% Part 2: Calculation of wvalues for the function phi

[k,1,m] = meshgrid(—2*A:D:2xA-D);

phi = ( Clx(abs( kxvl1(1) + 1*v1(2) + mxv1(3))). (rho/al)
+ C2x(abs( kxv2(1) + 1%v2(2) 4+ mxv2(3)))." (rho/a2)
+ C3x(abs( kxv3 (1) + 1%v3(2) + mxv3(3)))." (rho/a3)
). " ((H—(al+a2+a3)/alpha)/rho);

phi(M2:M2+1, M2:M2+1, M2:M2+1) = 0;

clear(’k’, 17, 'm’);

% Part 3: Convolution

phi = fftshift (phi, 1);

phi fftshift (phi, 2);

phi fftshift (phi, 3);

phi = fftn (phi);

Y = zeros (M4, Mx4, Mx4);
Y(M+1:M«3, M+1:M«3, M+1:Mx3) = Z;
clear ('Z’);

Y = fftn (Y);

Y=Y .x phi;

clear ('phi’);

Y = ifftn (Y);

X =Y (M+1:M*3, M+1:Mx3, M+1:Mx*3);
X=X-X (M1 M1, M41);

end

These functions for the simulation of three-dimensional OSSRF (simuH3ds, simuH3d1
and simuM3d) are called by the script ossrf3d which is given in the following listing. As
an alternative, they can also (like in the two-dimensional case) be started from a dialog
window which allows the user to input the parameters for the simulation. This dialog
window can be opened with the command ossrfgui3d (see figure [6.3).

Listing 6.8: The file ossrf3d.m

alpha = 2.0; A=5; M = 50;

rho = 2; H=0.9 ; N = 1;

al = 1; a2 = 1; a3 = 1;

vl =1[0.8, 0, 0.6]; v2 = [0.0, 1.0, 0.0]; v3 = [-0.6, 0, 0.8];

Cl = 1; C2 = 1; C3 = 1;

harmonizable = true; %set this ’true’ to simulate a harmonizable OSSRF
% or ’false’ for a mowving average OSSRF

maxNumBlue = 40000;
maxNumRed = 40000;
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% Simulation of OSSRF

tic;

if (harmonizable)
disp (sprintf(’Simulate a harmonizable OSSRF of size %d"3...7, 2xM));
% use simpler wversion for small OSSRF,
% and more sophisticated version with for—loop for larger OSSRF

if (M<=50)
X = simuH3ds(alpha, H, A, M, N, al,a2,a3, vl,v2,v3, C1,C2,C3, rho);
else
X = simuH3dl(alpha, H, A, M, N, al,a2,a3, vl,v2,v3, C1,C2,C3, rho);
end;
else
disp (sprintf(’Simulate a moving average OSSRF of size %d"3...7, 2«M));

X = simuM3d(alpha, H, A, M, al, a2, a3, vl, v2, v3, Cl, C2, C3, rho);
end;
disp (sprintf(’OSSRF of size %dx%dx%d simulated in %g seconds.’,
2xM, 2«M, 2xM, toc));

% Display OSSRF

tic;

[figures , movies] = displayossrf3d (X, A, M, 4, ’ossrf3d —1l.avi’,
"ossrf3d —2.avi’, ’ossrf3d —3.avi’, ’ossrf3d —4.avi’,
maxNumBlue, maxNumRed ) ;

disp (sprintf(’OSSRF of size %dx%dx%d displayed in %g seconds.’,

2xM, 2«M, 2xM, toc));

This script (as does also the graphical interface ossrfgui3d) uses the function
displayossrf3d in order to display up to four series of images of the generated random
fields:

(a) A series of two-dimensional cuts through the three-dimensional field: For each
value of the z-coordinate, the set of simulated points with this coordinate value
is displayed as a two-dimensional image (with z-coordinate axis from left to the
right and y-coordinate axis pointing up). Thereby, the z-axis is interpreted as the
dimension time.

(b) A three-dimensional plot of the points with the largest and smallest values of the
random field, which is viewed from different angles.

(c) A three-dimensional isosurface plot of the same points, which is also viewed from
different sides.

(d) A red/cyan anaglyph version of this three-dimensional isosurface plot. This plot is
intended to be viewed with red /cyan 3d-glasses, in order to see it three-dimensional.

Examples for this plots are shown in figures to [6.6] The visualizations in figure
should be viewed using red/cyan 3d-glasses. Because of the length of the file
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displayossrf3d.m, it is not listed here completely, but only a few short sections shall
be quoted here (however, the entire file can be found, together with all other source code
files, on the attached CD). In this code fractions, the variable X is the given array of the

values of the OSSRF, M is the parameter M and M2 the length of one side of the random
field (i.e. M2 = 2 % M).
Listing 6.9: display of a series of two-dimensional layers

%  find minimal and mazimal values of simulated OSSRF

% and norm it to wvalues in the interval[0, 1]

xmax = max(max(max(X)));

xmin = min(min(min (X)) );

Y = (X—xmin)/(xmax—xmin );

%

% Figure 1: Draw a series of two—dimensional images

figu
set (
nFra

res (1) = figure(’Position’,[10 10 500 500], ’'Color’, ’white’);
gca, ’'ActivePositionProperty’, ’position’, ’Position’, [0 0 1 1]);
mes = M2; % number of frames in the movie

Frames = moviein(nFrames); % initialize the matriz 'Frames’

for

k=1:nFrames

surf( Y(: , :, k)), view(0,90);
shading interp, axis(’off’);
caxis ([0,1]);

drawnow ;

Frames (: ,k)=getframe;

end
movies(1l, l:nFrames) = Frames;
% Now save as movie:
if (length(aviFilenamel) > 0)
movie2avi(Frames, aviFilenamel ,’compression’, ’None’,’fps’,15);
end;

)

Listing 6.10: display of a three-dimensional scatter plot

% three—dimensional scatter plot

figures (2) = figure(’Position’,[520 10 500 500],’Color’, ’white’);
pba = pi/A;

[mgx, mgy, mgz] = meshgrid(—pbas*M: pba:pbax(M—1));

view (30, 27);

hold on

plot3 (mgx(Y>redLim ), mgy(Y>redLim), mgz(Y>redLim), ’r.’);
plot3 (mgx(Y<bluLim), mgy(Y<bluLim), mgz(Y<bluLim), ’b.’);
hold off

axis ([—pbas*M, pbax(M—=1), —pbaxM, pba*x(M—1), —pbaxM, pbax(M—1)]);
axis vis3d;

grid on;

When 2 GB of free memory are available, harmonizable OSSRF's with a maximal parame-
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ter value of M = 160 (and a size of about 32.8 mio. simulated values) and moving-average
fields with a parameter M up to M = 80 (about 4.1 mio. values) can be simulated. Like
for the two-dimensional OSSRF's, the necessary computing time was also tested for some
three-dimensional fields of different sizes, with the results which are given in table
From this table, the same conclusions can be drawn as in the two-dimensional case: For
the tested fields, the time of simulation is approximately proportional to the number of
simulated values (i.e. proportional to M? in the case of three-dimensional fields), the
simulation of non-gaussian harmonizable fields takes about three times as long as the
simulation of gaussian harmonizable fields, and the simulation of moving-average fields
takes even much more time.

size of the OSSRF simulation time simulation time per mio. values
M | mio. values || ha.« =2 | ha. « <2 | mov. av. || ha. « =2 | ha. @ < 2 | mov. av.
50 1.0 0.87 2.54 9.95 0.87 2.54 9.95
64 2.1 1.84 5.21 20.99 0.88 2.48 9.99
80 4.1 3.42 9.83 43.89 0.84 2.40 10.72
100 8.0 7.03 19.46 —— 0.88 2.43 ——
128 16.8 15.21 41.15 —— 0.91 2.45 ——
160 32.8 30.98 81.93 —— 0.95 2.50 ——

Table 6.2: Time (in s.) for the calculation of three-dimensional OSSRF in Matlab
(ha. = harmonizable, mov. av. = moving average).

(a) ossrfgui2d

(b) ossrfguidd

Figure 6.3: Dialog windows for the input of parameters for the simulation of OSSRF's in
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Figure 6.4: Visualization (types (a) and (b)) of a three-dimensional harmonizable OS-
SRF with a = 1.8.
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Figure 6.5: Visualization (type (c)) of a three-dimensional harmonizable OSSRF with
a=138.

Figure 6.6: Visualization of a three-dimensional harmonizable OSSRF with @ = 1.8
(type (d): anaglyph plot. These pictures should be viewed with red/cyan
3d-glasses).
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6.2 Implementations in Java

6.2.1 Simulation of two-dimensional OSSRF in Java

The simulation of two-dimensional OSSRF in harmonizable or moving-average represen-
tation has been also implemented in the programming language Java (the source code
of this program is too large to be quoted in this thesis, but is included on the attached
CD-ROM). The simulation algorithms have been implemented in a version which uses
variables of the type “double” (64 bit long) for all floating-point data (like the implemen-
tations in MATLAB), and a version which saves intermediate results in “float” variables
(32 bit long). The second version needs only approximately half as much memory space
for the simulation of large random fields as the first implementation, which allows the
simulation of larger fields with a certain given amount of available memory. Saving the
results in 32-bit fields instead of 64-bit fields reduces the precision of the calculation,
but for the simulation of random fields a precision of about 5 digits is usually accept-
able, and a comparisons of both versions using the same simulated random fields showed
differences in the magnitude of only about 10~°. Therefore also the second version is a
useful method for the simulation of random fields.

In order to increase the speed of the simulation, most of the calculations can be split into
several parts which can be processed in parallel threads (on a CPU with multiple cores).
The simulation of harmonizable OSSRF has been also implemented in variants which
use parallel computing, and tests of the computing times showed that this improvement
indeed considerably increases the speed of the calculations on computers with multiple
CPU cores.

Thus, the simulation of two-dimensional harmonizable random fields has been imple-
mented in four versions (which can be chosen by editing the file “options.txt” in the
program folder: Using 32-bit or 64-bit floating point variables for the intermediate re-
sults during the simulation, and each of these versions with or without the use of multiple
threads), and two versions exist for the simulation of moving-average random fields (32-
bit or 64-bit variables for intermediate data).

When simulating with a variant which uses only 64-bit (“double precision”) floating
point variables and 2 GB of memory, harmonizable fields up to a parameter value of
about M = 5750 (with approximately 132 mio. simulated values) and moving-average
fields up to about M = 2000 (with 16 mio. values) can be simulated (i.e. with the Java
program, the simulation of a random field needs less memory than with the Matlab
implementation, and therefore larger fields can be simulated with the same available
amount of memory). When a variant is used which stores intermediate results in 32-
bit variables, then the needed amount of memory per simulated value is approximately
reduced to the half, so that random fields can be simulated which are about twice as
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large as with the 64-bit variant. The upper limit for the size of a harmonizable field
is now about 262 mio. simulated values (with the parameter M = 8100), and moving
average fields can be simulated up to a parameter value of about M = 2880 (i.e. about
33 mio. simulated values). As examples, the figures and show two-dimensional
harmonizable random fields with a parameter value of M = 8000 (e.g. with 256 mio.
simulated values) and a moving-average random field with M = 2800 (e.g. about 31 mio.
simulated values).

size of the OSSRF || harmonizable, 1 thread | harmonizable, 2 threads | moving average
M | mio. values || gaussian | non-gaussian | gaussian | non-gaussian
100 0.04 0.068 0.095 0.050 0.065 0.474
200 0.16 0.268 0.378 0.169 0.230 1.84
400 0.64 1.06 1.52 0.633 0.887 7.61
800 2.56 4.29 6.15 2.51 3.51 32.5
1600 10.24 17.9 25.2 10.1 13.9 164.1
2000 16.00 314 43.2 18.1 24.1 343.2
2800 31.36 67.7 90.2 39.5 51.4 ——
5600 125.44 || 342.3 424.3 186.5 228.3 ——
5750 132.25 || 460.5 556.4 261.3 314.2 ——

Table 6.3: Times (in s.) for the calculation of two-dimensional OSSRFs with the Java
implementation (using 64bit floats).

size of the OSSRF || harmonizable, 1 thread | harmonizable, 2 threads | moving average
M | mio. values || gaussian | non-gaussian | gaussian | non-gaussian
100 0.04 1.70 2.38 1.25 1.63 11.9
200 0.16 1.68 2.36 1.06 1.44 11.5
400 0.64 1.66 2.38 0.99 1.39 11.9
800 2.56 1.68 2.40 0.98 1.37 12.7
1600 10.24 1.75 2.46 0.99 1.36 16.0
2000 16.00 1.96 2.70 1.13 1.51 21.5
2800 31.36 2.16 2.88 1.26 1.64 ——
5600 125.44 2.73 3.38 1.49 1.82 ——
5750 132.25 3.48 4.21 1.98 2.38 ——

Table 6.4: Times (in s.) per mio. elements for the calculation of two-dimensional OSSRF's
with the Java implementation (using 64bit floats).

In the tables[6.3|and [6.4] computing times for the simulation of two-dimensional OSSRF's
(using the implementations with 64-bit floating point numbers) in different sizes are
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summarized. These tables compare the computing times for the simulation of gaussian
OSSRFs vs. non-gaussian OSSRFs, and the computing times for simulations using only
one thread vs. parallel calculations in two threads. The following observations are made
with the numbers in these tables:

(a)

As with the implementations in Matlab, the computing times for an OSSRF of
a certain type is approximately proportional to the number of simulated values.
However, for large fields, the time per mio. values rises slightly when increasing
the size of the field.

The simulation of a gaussian harmonizable or of a moving average random field
with the Java program (without using parallel threads) takes about two to three
times as much time than with the Matlab program. The simulation of a non-
gaussian harmonizable random field, however, has a similar speed as with the
Matlab implementation.

The simulation of non-gaussian harmonizable OSSRFs takes between 20 and 45
percent more time than the simulation of gaussian harmonizable OSSRF's of the
same size. This difference is much smaller than in the Matlab implementation,
where the simulation of a non-gaussian field takes about 200 percent more time.
This can be explained by the use of a very fast and optimized implementation of the
FFT algorithm by Matlab, making the part of the calculations which is performed
in both cases much faster in Matlab than in Java, while the simulation of non-
gaussian random variables in Matlab is not faster than in the Java implementation.

When the simulation procedure uses two parallel threads for the simulation of a
field with 0.64 mio. data points or more (i.e. M > 400), the needed amount of
time for the simulation is only 53 to 60 percent of the time needed without using
parallel threads. This shows that the simulation of OSSRF is a task which can
very efficiently use calculation in parallel threads.

size of the OSSRF simulation time simulation time per mio. values
M | mio. values || ha. 1 thr. | ha. 2 thr. | mov. av. | ha. 1 thr. | ha. 2 thr. | mov. av.
100 0.04 0.101 0.085 0.475 2.93 2.13 11.9
200 0.16 0.294 0.202 1.85 1.84 1.26 11.6
800 2.56 4.39 2.56 32.6 1.71 1.00 12.7
2000 16.00 31.4 18.0 278.3 1.96 1.13 174
2800 31.36 65.2 38.3 623.4 2.08 1.22 19.9
5600 125.44 297.0 169.6 —— 2.37 1.35 ——
8000 256.00 654.6 364.0 —_— 2.56 1.42 ——

Table 6.5: Time (in s.) for the calculation of 2-dim. gaussian OSSRF's (using 32bit floats).
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The times for the calculation of some gaussian random fields using 32-bit floating point
variables to store the data during simulation are listed in table[6.5] A comparison with the
respective times for the 64-bit version (in tables[6.3/and [6.4)) shows that the computation
for small fields (with about M < 2000) is slower when using the 32-bit variant, however
for larger OSSRF's (with M > 2000) it is faster than the 64-bit version.

(a) Non-gaussian field (o = 1.5). (b) enlarged detail from the center of

(a).

(¢) Gaussian field (o = 2.0). (d) enlarged detail from the center of
OF

Figure 6.7: Some examples of two-dimensional, isotropic, harmonizable OSSRFs with
parameter M = 8000 (i.e. with 256 mio. simulated values), calculated with
the Java program “OSSRFSIM”.
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j’ !.k.‘

(a) a = 2.0, M = 2800. (b) enlarged detail from the center of (a).

Figure 6.8: An example of a two-dimensional, anisotropic, moving-average OSSRF, sim-
ulated with the Java program “OSSRFSIM”.

(a) H =0.10. (b) H =0.99.

Figure 6.9: Examples of two-dimensional, anisotropic, gaussian (o = 2.0), harmonizable
OSSRF's with M = 3200 (i.e. 41 mio. simulated values), simulated with the
Java program “OSSRFSIM”.
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6.2.2 Simulation of three-dimensional OSSRF in Java

The algorithms for the simulation of three-dimensional OSSRF in harmonizable or
moving-average representation have been implemented in Java in several versions: In
order to enable the simulation of large OSSRF's, whose data doesn’t fit into the available
RAM, versions which cache parts of the data on the hard disk drive (HDD) have also
been implemented, in addition to the simpler versions which only use the RAM to store
the data. The versions which store the OSSRF data on the HDD are slower, but allow
simulation of OSSRFs whose size is not limited by the RAM but rather by the size of
the HDD. For each simulated value of the OSSRF, the program needs 24 bytes of free
space on the disc if a harmonizable random field is simulated, and 512 bytes if it is a
moving average OSSRF. For example, a harmonizable field with parameter M = 512
(i.e. with values simulated in 1.074 billion points) can be simulated using 24 GB disc
space, and 192 GB free space on the HDD are required for the simulation of a field
with parameter M = 1024 (and 8.59 billion simulated values). The program decides
automatically whether to cache data on the disk or not, depending on the size of the
OSSRF (i.e., on the parameter M), and on the amount of RAM which can be used
by the program. Figure shows some visualizations of a harmonizable OSSRF with
parameter M = 512 (i.e. with about 1.07 billion simulated values), which was calculated
using the HDD.

For both cases - simulation with or without using the HDD to cache data - there are also
implementations for the simulation of harmonizable OSSRF's which use parallel threads
to accelerate the computations (analogous to the simulation of two-dimensional random
fields). Therefore, like for the implementations of the simulation of two-dimensional
fields, there are four implementations of the simulation algorithm for harmonizable fields
(with or without using the HDD during the simulation process, and with or without using
parallel threads), and two different implementations for the simulation of moving average
OSSRFs (with or without storing data on the HDD).

We tested the needed computing times for the simulation of OSSRF's in different sizes
also for this program module. The observed times are listed in the Tables to
Comparing the numbers in theses tables, we can see that the simulation of a three-
dimensional harmonizable OSSRF (without using parallel threads) was slower if inter-
mediate results were written to and read from the HDD than in the case of a calculation
of an equally-sized OSSRF without caching on the HDD. More precisely, the observed
times with caching were about 23% - 77% longer than without it. In the case of the
simulation of a moving-average OSSRF, however, the difference were much more seri-
ous: When caching data on the HDD, the simulation needed about three to four times
as much time as without. The numbers in the tables also show that the simulation of a
harmonizable OSSRF which caches data on the HDD needs about 27% - 30% less time

if it is calculated with two parallel threads instead of only one thread.
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size of the OSSRF simulation time simulation time per mio. values
M | mio. values || ha. =2 | ha. « <2 | mov. av. || ha. « =2 | ha. « < 2 | mov. av.
50 1.0 2.12 2.70 28.8 2.12 2.70 28.8
64 2.1 3.03 4.54 35.8 1.44 2.16 17.1
80 4.1 6.86 9.86 93.3 1.67 2.41 22.8
100 8.0 16.2 22.0 238.5 2.03 2.75 29.8
128 16.8 25.0 36.8 —— 1.49 2.19 ——
160 32.8 57.0 79.9 —— 1.74 2.44 ——
200 64.0 133.1 179.0 —— 2.08 2.80 ——
225 91.1 229.4 293.4 —— 2.52 3.22 ——

Table 6.6: Time (in s.) for the calculation of 3-dimensional OSSRF with the Java pro-
gram (without caching data on the HDD and without parallel threads).

size of the OSSRF simulation time simulation time per mio. values
M | mio. values || ha. =2 | ha. « <2 | mov. av. || ha. a =2 | ha. a < 2 | mov. av.
100 8.0 25 30 900 3.16 3.80 112.5
128 16.8 44 55 1843 2.63 3.30 109.9
160 32.8 95 115 —— 2.88 3.50 ——
200 64.0 198 242 —— 3.10 3.79 ——
225 91.1 312 377 —— 3.42 4.13 ——
320 262.1 775 979 —— 2.96 3.73 ——
512 1073.7 3373 3801 —— 3.14 3.54 ——

Table 6.7: Time (in s.) for the calculation of 3-dimensional OSSRF with the Java pro-
gram “OSSRFSIM” (caching data on the HDD; without parallel threads).

size of the OSSRF simulation time simulation time per mio. values
M | mio. values a=2 a <2 a=2 a <2
100 8.0 18 20 2.25 2.50
128 16.8 32 38 1.91 2.27
160 32.8 68 81 2.08 2.47
200 64.0 142 177 2.22 2.77
225 91.1 223 255 2.45 2.80
320 262.1 566 704 2.16 2.69
512 1073.7 2440 2711 2.27 2.52

Table 6.8: Time (in s.) for the calculation of 3-dimensional harmonizable OSSRF with
the Java program (caching data on the HDD; with 2 parallel threads).
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B

Figure 6.10: Images of a three-dimensional harmonizable OSSRF with parameters a =
1.5 and M = 512 (i.e. with 23 ~ 1.07 billion calculated values), simu-
lated with Java. The anaglyph pictures in the second row are intended for
observation with red/cyan 3d-glasses.

112



Chapter 7

Parameter estimation in the
harmonizable case

In this chapter, a method for the estimation of some parameters of an OSSRF in har-
monizable representation will be presented. This algorithm has been proposed by Prof.
H. P. Scheffler.

7.1 Derivation of an estimation algorithm

In order to find a method for the parameter estimation of harmonizable OSSRFs, we
first look again at the simulation algorithm for these fields:

(a) Simulation of (2M)? i.i.d. complex-valued isotropic a-stable random variables (see

subsection [5.1.1] -
- H=3 f ~k-D Kk
(b) Calculation of f(k) = {g(gk) or & = ) eJ

, else.
(c) Calculation of the products g := F(K) - Wo(Ag) for Ke{-M,. . M-1}"

d) Calculati f(vA’B’D na) —
(d) Calculation o g =y (1) _M,...,

(e) Calculation of X$7B7D(l'rﬁ) = Re (VwA’B’D(x,ﬁ)) — Re (VfBD(G))
forme {—M,...,M —1}<.
In the following, we consider the case that one or more of the parameters of the function

f(E) = w(fﬁ)*H*§ . 1J<E) (i.e. one or more of the parameters Cy,...,Cq, A1, .., Ag,
01,...,04,a, H, p) are unknown and should be estimated from a simulated OSSRF (while
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the remaining parameters are known), and we assume that 6 is the vector of unknown
parameters of this function.

Let us first assume that the intermediate result (g )12 ; of the simulation were known.
According to step 3 in the algorlthm gi = f(k) - Wo(A ~) which implies log(|gi|) =
(k

log (| £ (K)|)+log(|Wa(A i)]), for k € J. Thereby, (f(k)), for k € J, is a sample of values of
the function f, some of whose parameters are to be estimated, and (log(|Wo(Ag)|)ic, are
i.i.d. random variables. Thus, the parameter vector can be estimated by searching for a
vector 6 for which the corresponding function log(| fo(K)|) approximates log(| g))—E(W)
(where W is a random variable with the same distribution as the log(|[W,(Ag)|). This
means, the searched parameter vector is estimated by the Vector 0 which minimizes the

sum of squares S ==Y -, (log(]fg( ) — (log(Jgg]) — (W))) As the expectation of
E (W) can’t be calculated easily, it is estimated, using the sample, by

1 —
7 S oW ) = |J| Z<log(!gg\)—10g(|fe(k)|))

(
K

keJ keJ
Zlog l9gl) — Zlog | folk
keJ keJ

i.e. by the difference of the means of log(|g;|) and of log(| fo(K)|). Thus, our estimator
of 6 is the parameter vector 0 which minimizes

S = Z log <|f9(E)|) log( |9k| Zlog |g.] Zl()g (‘f@ >

keJ jeJ

In the previous paragraph, the estimation was derived under the assumption that the

values of (gﬁ)ﬁe ; are known, which usually is not true. If instead of this values, the

A,B,D
(

values of V rwm) = FFT(gi) are known, then the g can be calculated from the

A,B,D : : . . :
V77 (zm) by an inverse fast Fourier transform, as the Fourier transform is invertible.

A,B,D
(

Usually also the values of V] T) are unknown, and instead of them the values of the

simulated (or observed) OSSRF X{;’B’D, which are XT‘Z"B’D(JC,;]) = Re (Vf’B’D(xrﬁ)> —

Re sz BP(0)), have to be considered as the basis for the estimation. However, this

doesn’t really make a difference:

e If a complex number v is written in polar representation, i.e. as v = |v] - €%, then

[Re(v)]

Rev) = Jo] - cos(€) = [Re(w)] = o] - eos()] & Io] = 1o
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In the case of v = Vf’B’D(xrﬁ), ¢ is is a random value, and thus also |cos({)]| is

random. Therefore, considering only the real part of VwA PP (14) can be seen as
multiplication with a random variable Z = | cos(()|, which is bounded to the inter-
val [0, 1]. Particularly, |v| > |Re(v)|. To compensate the change in magnitude of the

absolute values, it seems appropriate to multiply the input data Re (V¢A’B’D(xm)>

with the constant F (%) before applying the inverse Fourier transform, or applying
this multiplication with E (%) after the transform (which is equivalent because of
the linearity of the Fourier transform). However, it is not necessary to explicitely
perform this multiplication with the expectation value, as it is already included in
the step of adding the difference between the means of log(|g|) and of log(| Fa(K)]).

e Adding the same (constant) value to each input value (vg)mes of a FFT or of an
inverse FFT doesn’t change the result of the output, except in the origin (i.e. if
the index is k = 6), which is not included in the set J, but belongs to the “cut
out” center area, and therefore isn’t considered anyways.

For an inverse Fourier transform of an one-dimensional vector, it is easy to see
that only the first element of the resulting vector (i.e. the element with index 0)
changes, if every element of the input vector is changed by adding a ¢ € R:

N-1
(IFFT(F+ )i =Y ™ - (v +0)
m=0
N-1 N-1
_ e27rsz Uy + Z 627”7 c
m=0 m=
N-1
km
= (IFFT(V))i +c N
m=0
N, if k=0
— (IFFTF),+4{° !
0, else

Thus substracting Re <V¢A ’B’D(6)> only changes the value of the inverse FFT at
gg» and therefore doesn’t influence the result of the estimation.

Following from these considerations, the estimation of some parameters of the function
f(k) = (&) -1;(k), based on the values Xﬁ’B’D(xlﬁ) of an (observed or simulated)
OSSRF in harmonizable representation, can be achieved by the following algorithm:

(a) Calculate (g;)
(xt270)

el M. A1) by performing an inverse FFT on the input field

me{-M,..,M—1}d
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(b) Set gp == g - 1(k), for k e {—M,..., M —1}¢
(c) Search the parameter vector § which minimizes the sum

2

_ 1 1 B
§i= 30 | (f) = elo) + 17 Dok = - 2 (0)
keJ i jeJ
with I.(-) = log(max{| - |,e}) for an appropriate (small) ¢ > 0, e.g. € = e,
Thereby, an absolute value of zero is set to the positive value ¢ before applying
the log-function, in order to avoid a function value of —oc.

In the remaining part of this chapter, we show that this algorithm indeed can be used
to estimate some unknown parameters of the function f.

7.2 Implementation in Matlab

In this section, an implementation of this estimation method is presented, which tests
the estimation of the five parameters a, A1, Ag, v1 and vy for a two-dimensional OSSRF
in harmonizable representation (where v; and vy are the “angles” of the vectors #; and
0z, i.e. O = (cos(vy),sin(vg))T, k € {1,2}). Procedures which estimate certain other
combinations of parameters can be developed analogously.

Listing 7.1: A program for the estimation of several parameters of an OSSRF')

% set parameter values
% parameters which will be estimated

alpha = 2.0; % shape parameter (index of stability)
al = 1; % parameter \lambda_-1 (eigenvalue of E)
a2 = 2; % parameter \lambda_2 (eigenvalue of E)
vl = 1.0; % ’angle’ of wvector \theta_1 (\theta_1 = exp(ixvl) )
v2 = 2.57; % ’angle’ of wvector \theta-2 (\theta-2 = exp(i*xv2) )

% other parameters (which are assumed to be known during
% the estimation process)

H= 1.0 ;

A= 4.0;

N = 2;

Cl =1;

C2 = 1;

rho = 2;

M= 512; % Parameter M: determines the size of the random field
iM = 10; % index of row in stat. tables

loopN = 20; % number of test runs
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7.2 Implementation in Matlab

% multiplication of wvector ’param’ with ’'mat_switch’

% exchanges al with a2 and vl with v2

% (i.e. switches indexing of ’eigenvalues’ and ’eigenvectors ’)
mat_switch = [0 1 00 0; 1000 0; 00010; 00100; 0000 1];

2

% table to which the statistical values are saved
deviations = zeros(loopN, 5);

% confirm that al <= a2 (if mot: exchange them)
if (al>a2) tmp = al; al = a2; a2 = tmp; clear (’tmp’); end

disp(’ 7);

disp(’ 7);

disp (sprintf(’Test estimation with parameter ME%d ..., M));
tic;

tocloopstart = toc;

for loopi = 1:loopN
tocl = toc;

% simulation of OSSRF whose parameters should be estimated
W =gen2Dharmo( alpha, H, A, M, N, al, a2, vl, v2, Cl, C2, rho);

% inverse FFT
W= fftshift (W, 1);
W= fftshift (W, 2);
W= ifft2 (W);
W= fftshift (W, 1);
W= fftshift (W, 2);

% calculation of logAW and meanLogAW as basis for the estimation
AW = abs (W);

AW( —NHVH1 © NM, —NVH1 : NHM) = 0;

logAW = max(log (AW), —40);

meanLogW = mean(mean (logAW));

%define function ’‘sum of squares of differences’

% (param = [al, a2, vl, v2, alpha] )

diffSSum = @(param) ( diffSqrSum (param, H, A, M, N, C1, C2,
rho, meanLogW, logAW) );

% search a start value (for the parameter vector)
% (try several randomly chosen param. vectors,
% and choose the one with the smallest sum of squares)
startParam = rand(1,5) .x [3.0 3.0 pi pi 2.0];
if (startParam(l)>startParam(2))
startParam = startParam % mat_switch;
end
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71 start SSE = diffSSum (startParam);

72 for k = 2:10

73 testParam = rand(1,5) .x [3.0 3.0 pi pi 2.0];

74 if (testParam(1l)>testParam(2))

75 testParam = testParam x mat_switch;

76 end;

7 testSSE = diffSSum (testParam);

78 if (testSSE < startSSE)

79 startParam = testParam;

80 startSSE = testSSE;

81 end;

82 end;

83

84 % estimation of the parameter wvector, using fminunc’

85 y = fminunc (diffSSum , startParam , optimset(’GradObj’,’ off’,
86 "LargeScale’, ’off’, ’'Display’, ’'notify’));
87

88 % Modification of result for output

89 % (a) y(1) must be less or equal to y(2)

90 if (y(1)>y(2)) y =y * mat_switch; end;

91

92 % (b) y(3) and y(4) can be chosen such thath error is maz. pi/2
93 % (because of periodicity)

94 while (y(3)<vl-pi/2) y(3)=y(3)+pi; end;

95 while (y(3)>vl4+pi/2) y(3)=y(3)—pi; end;

96 while (y(4)<v2-pi/2) y(4)=y(4)+pi; end;

97 while (y(4)>v2+pi/2) y(4)=y(4)—pi; end;

98

99 deviations (loopi, :) = [( y(1)—al), ( y(2)—a2), ( y(3)—vl),
100 (v(0)=v2), ( y(5)—alpha)];
101

102 toc2 = toc; % measure time at the end of the loop
103 disp (sprintf( ...

104 "Estimation of OSSRF nr. %d (of %d) finished (in %g s.) ... 7,
105 loopi ,loopN, toc2—tocl ));

106

107 |end; % end loop

108

109 | tocloopstop = toc;

110

111 |disp(’ 7);

112

113 |timesN (iM) = tocloopstop—tocloopstart;

114 | timesl (iM) = timesN (iM)/loopN;

115 |disp(sprintf(’Time for %d loops: %g s.; time per loop: %g s.’,
116 loopN, timesN (iM), timesl (iM) ));

117

118 |disp(’ 7);

119 |disp(’ 7);

120 |disp(’deviations: 7);
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7.2 Implementation in Matlab

disp ("’ al a2 vl v2 alpha 7);
for loopj =1 : loopN
disp (sprintf(’ %9.4f  %9.4f %9.4f %9.4f %9.4f7,

deviations (loopj, 1),
deviations (loopj, 2), deviations(loopj, 3), .
deviations (loopj, 4), deviations(loopj, 5) ));

end;

disp(’ ¥
Ms(iM) = M;

mse(iM, :) = mean(deviations. 2);

mean_ad (iM, :) = mean(abs(deviations));
median_ad (iM, :) = median(abs(deviations));

mean_bs(iM, :) = mean(deviations);
median_bs (iM, :) = median(deviations);

std_s (iM, :)
iqr_s (iM, )

std(deviations);
iqr (deviations);

disp (sprintf(’ MSE: %9.4f %9.4f %9.4f %9.4f %9.4f",
mse (iM, 1), mse(iM, 2), mse(iM, 3), mse(iM, 4), mse(iM, 5)));
disp (sprintf( 'MEANAD: %9.4f %9.4f %9.4f %9.4f %9.4f",
mean_ad (iM, 1), mean_ad(iM, 2), mean_ad(iM, 3),
mean_ad (iM, 4), mean_ad(iM, 5)));
disp (sprintf(’ MEDAD: %9.4f %9.4f %9.4f %9.4f %9.4f",
median_ad (iM, 1), median_ad(iM, 2), median_ad(iM, 3),
median_ad (iM, 4), median_ad (iM, 5)));
disp (sprintf(’ BIAS: %9.4f %9.4f %9.4f %9.4f %9.4f",
mean_bs (iM, 1), mean_bs(iM, 2), mean_bs(iM, 3),
mean_bs (iM, 4), mean_bs(iM, 5)));
disp (sprintf( 'MDBIAS: %9.4f %9.4f %9.4f %9.4f %9.4f",
median_bs (iM, 1), median_bs(iM, 2), median_bs(iM, 3),
median_bs (iM, 4), median_bs(iM, 5)));
disp (sprintf(’  STD: %9.4f %9.4f %9.4f %9.4f %9.4f",
std_s (iM, 1), std_s(iM, 2), std_s(iM, 3),
std_s (iM, 4), std_s(iM, 5)));
disp (sprintf(’ IQR: %9.4f %9.4f %9.4f %9.4f %9.4f",
iqr_s (iM, 1), iqr_s(iM, 2), iqr-s(iM, 3),
iqr_s (iM, 4), iqr_s(iM, 5)));

The main part of this example program is the loop which starts in line 39 and ends in
line 107. In every instance of the loop, an OSSRF is simulated with a set of parameters
which has been set before, and the five parameters a, A1, Aa, v1 and v, are estimated from
the simulated field. In order to evaluate the quality of the estimation, the deviations of
the estimated values from the predefined parameter values which have been used in the
simulation are saved in a table. In the code after this loop, these deviations are displayed
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Chapter 7 Parameter estimation in the harmonizable case

and some statistical measures are calculated.

The loop begins with the simulation of a two-dimensional harmonizable OSSRF in line
44. The next step of the calculations is the inverse Fourier transform of these simulated
random values (lines 47 - 51). Following the algorithm presented in the previous section,
the searched parameters are estimated (in a simplified representation) by fitting the
logarithm of the function f to the logarithm of the absolute values resulting from this
inverse Fourier transform. Therefore, the logarithms of the absolute values of the results
from the inverse Fourier transform (and also their mean value) are calculated in the next
steps (lines 54-57) and saved in the array logAW. The logarithms of function values of
f are fitted to these values by searching the vector param of the five parameters, which
minimizes the function

5= 3 |1 (0) = Lo + o Skl = 77 - Sk (400)
J

keJ 3¢ jeJ

2

(compare the previous section). This function is defined as a function of the vector param
(in line 61f.) using the function diffSqrSum whose implementation is listed below. The
minimum of this function is searched with the Matlab function fminunc (line 85f.),
which requires as input not only the function that should be minimized (i.e. S), but also
an initial parameter vector. Therefore, an initial parameter vector for the minimizing
process is chosen before (in the lines 67 to 82) by testing some random vectors, and
selecting the one with the smallest sum of squares. After estimating the parameter
values, the deviations of the estimations from the true values of the parameters are
calculated (in line 99f.).

After repeating the process of simulation of an OSSRF and estimation of the parameters
a, A1, A2, v1 and vy several times (in this example: 20 times), and thus obtaining a
sample of 20 deviations between estimated value and true value of each parameter,
several statistics of this deviations are calculated (lines 132-140) and displayed (lines
142-161) for each parameter, in order to evaluate the quality of the estimation.

Listing 7.2: The function ’diffSqrSum’ (a modified sum of squares of deviations)

% The parameter ’‘param’ is a vector of length 5:

% param= [al a2 vl v2 alpha] — the parameters of phi

% which are to be estimated

% H, A, M, N, C1, C2, rho — the other parameters of phi

% (which are supposed to be known)

% meanLogA W — the mean value of logAW

% logAW — the sample for which the parameters of
% phi should be estimated

function fval=diffSqrSum (param, H, A, M, N, Cl1, C2, rho, meanLogAW, logAW)

al = param (1);
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7.2 Implementation in Matlab

a2 = param (2);
vl = param (3);
v2 = param (4);
alpha = param (5);

% create the grid ( with 2M x 2M data points)
[km,lm]=meshgrid(—A:A/M: A—A/M,—A:A/M: A-A/M) ;

% calculate log(phi) with the given parameters

phi_exponent = (—H—(al4+a2)/alpha)/rho;

phi_base = Cl*(abs(km«cos(vl) + lmx*sin(vl)))."(rho/al) ...
+ C2x(abs(km*cos(v2) + lm*sin(v2))). (rho/a2);

logphi = phi_exponent .x log( phi_base );

logphi( MN41 : MHN, MN+1 @ MHN) = —40;

% calculate the mean value of log(phi)
meanLogPhi = mean(mean( logphi ));

% calculate the difference of log(phi) and logAW,
% minus its mean value

% i.e. ( logphi — mean(mean(logphi)) )

% — ( logAW — mean(mean(logAW)) )

diffm = logphi + meanLogAW — meanLogPhi — logAW ;
diffm ( MN41 : MHN, MN+1 : MHN) = 0;

% calculate the sum of squares
fval = sum(sum( diffm."2 )) ;
end

This implementation uses the Matlab function fminunc in order to find a minimum of the
sum of squares diffSSum. In a first version, the function fminsearch was used for this
task, but Prof. H. P. Scheffler suggested to replace it by fminunc, because this function
is faster. Indeed, tests comparing these two methods on the same example random fields
showed that fminunc and fminsearch found estimations of the searched parameters
with similar precisions, but usually fminunc needed considerably less time for this task.

For example, the simulation and estimation (both methods applied to the same random
fields) of 10 random fields with parameter M = 200 (e.g. with 160000 data elements)
resulted in the sums of absolute deviations which are given in table [7.1] Here the sum
of absolute deviations for an estimation means the sum - over the different estimated
parameters - of absolute values of differences between estimated and true value of the
corresponding parameter, or: s = |Gy — a}| + |a2 — ab| + |01 — vf| + |02 — V3| + |& — ],
where a; is the estimated value and aj is the actual value of the parameter a;, etc.

In this example, both methods gave estimates with similar deviations from the true
parameter values (with average error of the fminunc method being a bit better than
the one of the fminsearch method), but the fminunc function usually calculated this
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fminsearch | fminunc fminsearch | fminunc
0.063113 | 0.063926 73.6 32.8
0.063878 | 0.063741 85.9 36.6
0.056464 | 0.055868 53.9 34.2
0.019942 | 0.020176 32.3 42.3
0.055384 | 0.055667 38.6 25.3
0.025237 | 0.024853 43.9 36.7
0.068784 | 0.061975 59.9 24.0
0.025333 | 0.025504 70.2 34.1
0.080791 | 0.078862 63.8 36.8
0.081495 | 0.075756 81.1 38.6
mean values: mean values:
| 0.054042 | 0.052633 | | 59.9 | 341

(a) sums of estimation errors (b) times for search for mini-

mum (in seconds)

Table 7.1: Sums of absolute approximation errors, and elapsed times of estimation pro-
cess (Comparison of fminsearch and fminunc).

results much faster than the fminsearch function: The average time for the calculation
was 59.9 seconds when using fminsearch, compared to only 34.1 seconds with fminunc.

7.3 Numerical study

In order to test and to demonstrate the accuracy of the presented estimation procedure,
it was applied to a series of simulated random fields, and the estimated parameter
values were compared to the parameter values which were used to simulate the field.
For several different values of the parameter M (i.e. for different sizes of the simulated
field), a series of 20 harmonizable OSSRFs with the same combination of parameters
each (here: alpha= 2.0, al= 1.0, a2= 2.0, vi= 1.0, v2= 2.0, H= 1.0, A= 4.0, N= 2,
C1= 1.0, C2= 1.0 and rho= 2.0) was simulated, and the parameters a1, a2, v1, v2 and
alpha were estimated by the program from the previous section.

In this section, be n the number of simulated random fields (in this example: n = 20), o*
be the actual value of the parameter o which has been used for the simulation of these
random fields, and &, denotes the value of a which has been estimated from the kth
simulated random field (1 < k < n). The deviation of « for the kth simulation is 0§ :=
& —a* and the absolute deviation is |0f| = |&—a*|. For the other estimated parameters,
these notations are analogous. From the sample of 20 deviations, the following statistics
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are calculated by the estimation program (here presented for the parameter «, for the
other parameters analogous):

e the MSE (mean squared error): mse(a) := 1 )" (67)?

e the mean absolute deviation: mean_ad(«) := 2 > 62|

e the median absolute deviation: median_ad(«) := median({|0¢|...,|d%|})

e the mean bias: mean_bs(a) ;= 231 60 = (2377 dy) — o

T
e the median bias: median_bs(a) := median; <x<,(d5) = median; <<, (d) — o

e the sample standard deviation of the deviations (which is the same as the sample
standard deviation of the estimated values)

e the interquartile range, i.e the difference between the upper and the lower quartile,
of the deviations, which is also the same as the interquartile range of the estimated
values.

The figures and show boxplots of the deviations of the 20 estimations for dif-
ferent values of M (i.e., for different sizes of the simulated random fields). These plots
demonstrate that the estimation returns quite useful results (with absolute deviations
below 0.1 in most cases) already for relative small random fields, and that the accuracy
of the estimation improves with increasing values of M. Speaking more precisely, the
plots indicate that the magnitude of the absolute deviations is proportional to M !, and
therefore converges to zero for M — oo. In other words, the observed results give empir-
ical evidence to the assumption that the estimated parameter values converge towards
the parameter values which were used to simulate the fields, when M — oo, i.e. that
the estimator is consistent (a theoretical proof of this assumption is a possible topic for
further research). Indeed, the calculated statistics of the deviations, like e.g. the mean
absolute deviation, the mean bias or the interquartile range of the deviations, seem to
be approximately proportional to M~!, and the mean squared error, being defined as
the mean of the squares of the deviations, is proportional to M ~2. As examples for these
statistics, the values of the MSE and of the mean absolute deviation for different pa-
rameter values are presented in the graphs in figures and [7.4] and in the tables
and [7.3]
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deviation

deviation
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Figure 7.1: Boxplots of deviations of estimated parameter values.
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size of the random field mean absolute deviation
M | elements (= 4M?) al a2 vl v2 | alpha || mean
24 2304 || 0.1101 | 0.1620 | 0.0469 | 0.1537 | 0.1861 || 0.1317
32 4096 || 0.0457 | 0.0823 | 0.0123 | 0.0358 | 0.0829 || 0.0518
48 9216 || 0.0283 | 0.0616 | 0.0098 | 0.0259 | 0.0498 || 0.0351
64 16384 || 0.0327 | 0.0489 | 0.0060 | 0.0178 | 0.0358 || 0.0283
96 36864 || 0.0131 | 0.0269 | 0.0041 | 0.0117 | 0.0222 || 0.0156
128 65536 || 0.0123 | 0.0227 | 0.0033 | 0.0108 | 0.0220 || 0.0142
192 147456 || 0.0078 | 0.0123 | 0.0021 | 0.0060 | 0.0151 || 0.0087
256 262144 || 0.0044 | 0.0071 | 0.0018 | 0.0050 | 0.0084 || 0.0053
384 589824 || 0.0035 | 0.0072 | 0.0013 | 0.0027 | 0.0075 || 0.0044
512 1048576 || 0.0030 | 0.0054 | 0.0008 | 0.0017 | 0.0041 {| 0.0030
768 2359296 || 0.0021 | 0.0039 | 0.0005 | 0.0012 | 0.0027 || 0.0021

Table 7.2: Mean absolute deviation depending on the size of the random field.

size of the r. field

mean Squared error

M elements al a2 vl v2 alpha mean
24 2304 || 0.056073 | 0.053518 | 0.007040 | 0.081894 | 0.089297 || 0.057564
32 4096 || 0.003167 | 0.011863 | 0.000247 | 0.001892 | 0.013551 || 0.006144
48 9216 || 0.001345 | 0.005186 | 0.000136 | 0.000894 | 0.004608 || 0.002434
64 16384 || 0.001438 | 0.003878 | 0.000046 | 0.000504 | 0.002187 || 0.001611
96 36864 || 0.000281 | 0.001202 | 0.000024 | 0.000205 | 0.000878 || 0.000518

128 65536 || 0.000190 | 0.000710 | 0.000018 | 0.000162 | 0.000737 || 0.000363
192 147456 || 0.000105 | 0.000311 | 0.000008 | 0.000059 | 0.000344 || 0.000165
256 262144 || 0.000032 | 0.000077 | 0.000005 | 0.000036 | 0.000103 || 0.000051
384 589824 || 0.000020 | 0.000074 | 0.000003 | 0.000012 | 0.000085 || 0.000039
512 1048576 || 0.000013 | 0.000044 | 0.000001 | 0.000004 | 0.000026 || 0.000018
768 2359296 || 0.000007 | 0.000022 | 0.000000 | 0.000002 | 0.000011 || 0.000008

Table 7.3: Mean squared error (MSE) depending on the size of the random field.
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Figure 7.3: The mean absolute deviation in dependency of the parameter M. The five
thin lines show the median absolute deviations for the different estimated
parameters. The thick, black line is the graph of h(M) = 1.7- M 1.
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Figure 7.4: The mean squared error in dependency of the parameter M. The five thin
lines show the MSE for the different estimated parameters. The thick, black
line is the graph of h(M) =5.4- M2
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Appendix A

Manual of the Java program
“OSSRFSIM”

A.1 Program start

The program is opened by the command line call “java START” (in the program direc-
tory, which contains the file START.class) - or when using MacOS, by a simple double
click on the file START. class. After a waiting time of a few seconds, the following window

appears (see figure [A.1]).

In the text field after “Max. size of
memory” , the maximum amount of sys-
tem memory (RAM) which shall be used
by the program, can be set (the minimum
amount is 10 MB and the maximum is
2048 MB, i.e. two gigabytes). The amount
of memory should be chosen according to

the available free memory on the com- TR
. . . 4, .
puter which the program is running on: I W IaL57 . i
For example, if it has three gigabyte - or Masx. sice of memory [in M
more - of RAM, then a choice of 2048 MB

is preferable, in order to avoid an unnec-
cessary limitation of the program. How-
ever, if the machine, for example, has 512
MB RAM and half of it is occupied by the
operating system and other programs running in the background, then it is recommended
not to use more than about 300 MB for this program.

Figure A.1: The start screen.

If two-dimensional OSSRF's should be simulated, then the program module for this task
can be started by a click on the “Start 2d” button. In the same way, the module for
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the simulation of three-dimensional OSSRFs is started with a click on the “Start 3d”
button. Alternatively, the program may be simply closed by clicking on the “Cancel”
button.

A.2 2-dimensional OSSRF

After a click on “Start 2d”, the program module for the simulation of two-dimensional
OSSRF starts, which shows after a few seconds the image of an OSSRF (see figure [A.2)).

File Save Image Parameters... Create image Start/Stop Loop Info

Harmonizable OSSRF wit... Width: (600 | Height: (600 | Color Scale: [ Discrete Rainbow [

Figure A.2: The Program window with a simulated 2-dimensional OSSRF.
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A.2 2-dimensional OSSRF

A.2.1 The main menu

The main menu contains the submenus “File” and “Save Image”, and additionally the
menu items “Parameters...”, “Create Image”, “Start/Stop Loop” and “Info”.

A.2.2 The File menu

The menu “File” contains the menu items “Read OSSRF data file”, “Save OSSRF data
file” and “Close”. A click on “Save OSSRF data file” opens a dialog which enables the
user to choose a directory and specify a filename to which the numerical data of the
currently displayed OSSRF should be saved (see figure . This enables the user to
view a certain simulated OSSRF again later, or to share it with other users. In the same
way, a click on “Read OSSRF data file” opens a dialog which allows to choose a file from
which a saved OSSRF can be loaded (instead of simulating a new one). A click on the
“Close” menu item closes the program (without asking for confirmation!).

MO0 Sichern
Sichern unter: |tsst1.ossrf I
[" (1 saved_ossrfs |+l
4| Gedndertam
Dateiformat: | Alle Dateien =
(" Neuer Ordner ) (" Abbrechen ) (—Srchen'r—)

Figure A.3: The file chooser dialog which opens after click on “Save OSSRF data file”
(this picture shows the dialog window on a German version of MacOS).
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A.2.3 The Save Image menu

The menu “Save Image” contains some menu items which can be used to save the
currently displayed image of an OSSRF in an “.png” or “.jpg” image file: “Save JPG (A.
Nr.)”, “Save PNG (A. Nr.)”, “Save JPG as ...” and “Save PNG as ...”. When clicking
on one of the first two items, a picture is saved immediately into the program folder,
with an automatically generated, unique number (and, of course, the corresponding file
extension ) as filename. When using one one of the latter two, however, a dialog window,
like the one shown above in figure opens so that the user can specify a filename to
which the image should be saved. The image is saved as a “.jpg” file when using “Save
JPG (A. Nr.)” or “Save JPG as ...”, and in the “.png” format when one of the other
items is used.

A.2.4 The parameter dialog

A click on the menu item “Parameters ...” opens a dialog window, which allows the user
to set the parameters of the simulated OSSRF and of the simulation procedure (figure

Ad):

B0, Parameters
Parameter alpha: .2'0 | Parameter H: 0.4
Parameter Rho: 2.0 Parameter D: 0.1
Parameter M: 300 Parameter N: 1
Parameter al: 1.0 Parameter a2: 1.0
Parameter v1: 0.0 Parameter v2: 1.571
Parameter C1: 1.0 Parameter C2: 1.0
® Harmonizable () Moving Average
ok ) ( Cancel )

Figure A.4: The parameter dialog for the simulation of two-dimensional OSSRFs.

At the bottom of the dialog, you can choose wether an OSSRF in harmonizable repre-
sentation or one in moving average representation should be simulated (At any time,
exactly one of these two possibilites is chosen. The default setting is “harmonizable”).
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A.2 2-dimensional OSSRF

If the harmonizable representation is chosen, then the following random field is approx-
imated:

X,(7) = Re / (e7m¢> — 1) (&)~ H(mtel/eyy (d),  x € R?

RQ
and in the moving average case the following random field:

X,(z) = /Rz (p(z — y)filatadle _ p(_gyH-(@ta/e) 7 (qy) 1 eR?

Thereby, in any case the occuring integral over R? is approximated by a finite sum: In
the harmonizable case this is

XPM(@) =Re Y (e"mh> — 1) (&)t oy, (Ay)
(keJ

with J := {—M, ceey M — 1}2\{—N, ce ,N - 1}2, gk,l = (]{?D, lD)T and AkJ = [/{ZD, (k +
1)D) x [ID, (I 4+ 1)D). In the moving average case the approximating sum is

M-1

Xoam(r) = Z (ol — yeg) - (otale — o=y, Y- @1F92)*) 7 (A & Xpa()
kl—— M

(with gy = (kD,1D)T and Ay = [kD, (k+1)D) x [ID, (I +1)D) ).

In both cases, an F-homogeneous function of the following form is used:

a a\ /P
(@) = p(r) = (01 < 2,00 >/ + Col< 2,0, > )

The meaning of the parameters alpha (=a), H (=H), al ( = a1), a2 (=az), C1 ( = C}),
C2 (=C3) and rho (=p) can be read from these formulas. The vectors 6, and 6, which
are contained in the last formula, are calculated from the parameters vi (= v;) and v2
(= v7) by 6; = (cos(vy),sin(vy))T and 6; = (cos(vs), sin(vy))T.

With a click on “OK” the parameter dialog can be closed, and changes to the parameters
are saved to the program if they are valid parameter values (however, if e.g. the input
in a parameter input field is not a number, or if the input for M is not an integer, then
the new value will not be accepted, and the text in the input field will be reset to the
previous value). Alternatively, the window can be closed without saving the input by a
click on “Cancel”.
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Simulation of OSSRF

A click on the menu item “Create image” starts the simulation of a new OSSRF with
the currently set parameters. As an alternative, the repeated simulation of OSSRF with
identical parameter values can be started and stopped with the menu item “Start/Stop
Loop”.

Display settings: Color scale and size of image

The simulated two-dimensional OSSRF are shown in the program window as a two-
dimensional bitmap image, in which each pixel is painted according to the a value in
the simulated OSSRF. The color map, which maps each value in the normed OSSRF to
a corresponding color, can be chosen in the lower right corner of the program window.
A click on the button behind “Color scale” opens a list of availabel color scales, from
which a one entry may be chosen (see .

» _ o ?
Discrete Rainbow -
¥ Continuous Rainbow #

Black /Blue /White

Black /White (d.) % 4
l Complete White
Color Scale: | Continuous Rainbow I-G-‘ u Color Scale:—yp _.h ] Color Scale: | Discrete Rainbow I-G-‘
7 7 2
(a) before change (b) changing the map (c) after the change

Figure A.5: Changing the color map.

A.2.5 Progress display

During the simulation of an OSSRF, some information about the progress of the calcu-
lations and about the memory usage are displayed in the status bar at the lower edge of

the program window (see |A.6)):

In the upper line (next to the display settings), on the left side a short information about
the current task is given (e.g., in the picture : FFT). In the line below, the time since
the begin of the calculation, and an estimate of the remaining computing time is shown
on the left: From left to right the elapsed time, the estimated remaining time, and the
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File Save Image Parameters... Create image Start/Stop Loop

1|P:_

tep 3: FFT Width: Height: | 1000 | Color Scale: | Continuous Rainbow |4

ime (elafrem/tot): 140 [ 42 / 183  Mem in MB (use/max): 1038 / 1984 s adbl |

Figure A.6: Display of progress during the simulation (at the lower edge of the window).

resulting total computing time are displayed. The estimated ratio of elapsed time and
total time (e.g. the percentage of the calculations which have been done yet) is shown in
the progress bar on the right. In the middle, the amount of system memory currently in
use by the program (“use”) and the maximum amount of memory (“max”) which it can
use (according to the parameter value which was set in the start window) are displayed.

In the screen shot shown in image the program is currently calculating a FF'T, the
total simulation process already took 140 seconds, and the program estimates that this is
about 76 percent of the whole simulation. This numbers imlpy a total computation time
of about 183 seconds, so that 42 seconds are remaining until the end of the calculation.
The program has been started with a limit of 1984 MB of RAM, but is currently using
only 1038 MB (in this example, an OSSRF is simulated with parameter M = 4000, i.e.
the approximated OSSRF is approximated in 64 million points.

A.2.6 Mouse and keyboard commands
Mouse commands

The image of the OSSRF which is shown in the program window can be scrolled and
zoomed by moving the mouse over the image while pressing a mouse button. If the right
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button is pressed and the mouse is dragged vertically, then the image is zoomed in or
out. If the mouse is moved up, then the picture is zoomed out (showing a larger part
of the OSSRF, if its projection is larger than the displayed image), and if the mouse is
moved down, then the image is zoomed in (i.e. magnified). However, zooming can be
disabled: The program is always in one of the three zoom modes, which can be changed
by the “z” key:

e “0” (no zooming, the projection is always shown at 100% zoom, i.e. one data point
is shown as one pixel)

e “1” (squares: In a high zoom factor, each data point of the OSSRF is shown as a
small square),

e “2” (interpolation: the color of each pixel is determined by interpolation between
the neighboring data points).

If the left button is pressed, then the picture is shifted, following the movement of the
mouse. However, the movement of the image is limited: If the image is smaller than
the projection of the OSSRF, then the movement of the image stops at the edge of the
projection, so that it doesn’t “run out of the OSSRF”, and if the image is larger, than
the projection is not moved out of it.

Keyboard commands

The program window recognizes the following keyboard commands:

Key | Function
+ | zoom in (magnify image)
- | zoom out (reduce image)
C, ¢ | center the image
I,i | reset zoom factor to 100 %
Q, q | Close the program (“Quit”)
(the same as the menu item “File - Close”)
Z | switch to next zoom mode (0 — 1 — 2 — 0)
z | switch to prev. zoom mode (0 — 2 — 1 — 0)

Table A.1: Keyboard commands for the display of 2d OSSRF's.
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A.3 3-dimensional OSSRF

The program module for the simulation of three-dimensional OSSRF is started by a click
on the “Start 3d” button in the start window. It first shows the parameter dialog, giving
the opportunity to adjust the simulation parameters before the first simulation of an
OSSRF. After closing the parameter dialog, the simulation of an OSSRF can be started
by a click on the “Simulate OSSRF” menu item. To the left side of the program window,
the display parameter dialog also appears. It is recommended not to close this window,
as it is quite small and can stay on the side of the main window, thus permitting to
change the display parameters without requiring to open and close the window every
time. However, if it is closed, it is also possible to open it again (by the main menu).

A.3.1 The parameter dialog

The (simulation) parameter dialog can be opened by a click on the menu item “Param-
eters (Sim.)” in the program window, and allows the user to set the parameters of the

simulated OSSRF and of the simulation procedure (see figure |A.7]).

Below the text fields for the input of the simulation parameters, the choice of “Harmo-
nizable” or “Moving Average” determines, if an OSSRF in harmonizable or in moving
average representation should be simulated (only one of these choices can be checked,;
the default setting is “Harmonizable”).

If the box before “Save 2d Pictures” is checked, then the program exports the OS-
SRF (immediately after its simulation) to a series of PNG-pictures (in the “pictures”-
folder, or in the folder which is specified in the file options.txt - if it exists - after
DIRNAME_PICTURES). Thereby each plane of points with identical z-coordinates is saved
in a PNG file, creating 2M pictures of size 2M x 2M, where M is the parameter of the
OSSRF which determines the size of the simulated sample. The z and y coordinates of a
point in the OSSRF are also his z and y coordinate in the picture, and the z coordinate
is translated to the number of the file. However, saving the series of pictures takes about
as much time as the whole simulation process, which is the reason for this function to
be switched off by default.

If “Harmonizable” is chosen, then the random field

Xw(l‘) — Re/ (€i<x,§> . 1) Q/J(5)_H_(a1+a2+a3)/awa(d£), = R3
R3

is simulated, and if “Moving Average” is chosen, the simulated random field is the

following;:

Xy(z) = /Rg (p(x — y)fi-lartartas)/o _ ,(_yA-lmteta)/e) 7 (qy),  x € R

137



Appendix A Manual of the Java program “OSSRFSIM”

In each case, the occuring integral over R? is approximated by a finite sum, namely in
the harmonizable case by

X[PP () = Re Y7 (5% — 1) w(ge) " TE LAy
keJ
with J:={-M,...,M —1}*\{—N,..., N —1}3, and in the moving average case by

__ajtag+ag _ajtas+a
Xpanl@) = D0 (ela— )" < oy ) Zu(ap)

Ke{-M,...,.M—1}3

In both cases, an E-homogeneous function in the following form is used:

p/a p/az plas Lp
$(@) = p(@) = (Cil< 2,0 >/ + O |< 2,0, >/ + Cy < 2,05 >|/*)

The meaning of the parameters alpha (=a), H (=H), rho (=p),D (=D = & = Z) M
(=M), N (=N, used only in the “harmonizable” case), al ( = a1), a2 (=as), a3 (=a3),
Cl (= (C4), C2 (=Cy) und C3 (=C}) are to be read from these formulas.

The coordinates of each of the vectors 0y, 05,03 € R3 are set in three neighboring input
fields (i.e. in the form of a row vector), each vector §; to the left of the corresponding
eigenvalue a;.

A click on “OK” closes the dialog, and the changes are saved (if the new input values
are valid). If the button “Cancel” is clicked, then the dialog is closed without saving
changes to the parameters.

A.3.2 The display parameter dialog 0.0 O rar.amg)
¥ sShow image
The display parameter dialog is a small window which usually ap- MI:‘"‘EZ: -
pears at the left side of the screen (see figure . It permits to spec- wax: (10 ]
ify whether a projection of the three-dimensional OSSRF should be interval 2:
displayed in the main window, for which values of the normed OS- Min.:'|-1.0
SRF (values in the range [0.0, 1.0]) the corresponding points should Maxz |-1.0
be shown, and which color map is to be used (about the color map, _ Colomap:
see also the subsection “display settings” for two-dimensional | R
OSSRF). (Ciose ) (0K )
Figure A.8
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A.3.3 The main menu

The main menu contains the submenus “File” and “Save Image”, and the additional
menu items “Simulate OSSRF”, “Parameters (Sim.)”, “Parameters (Image)” and “Info”.

A click on “Simulate OSSRF” starts a the simulation of a new OSSRF with the currently
set parameters. If the OSSRF is too large to fit into the the available RAM (i.e. if the
parameter M is too big), then the program automatically uses a method which stores
parts of the data on the hard disk between different steps of the calculation. Thereby,
the program needs more time for the calculation, but is able to calculate also random
fields which need more than the available memory space (especially: which need more
than 2 Gigabyte of RAM). Thus, the size of the simulated OSSRF is now limited by the
amount of free space on the hard disk. The needed disk space is 24 bytes per data point,
i.e. if M =512, then the OSSRF has (2 M)? = 1024? points (about 1.074 billion), and
therefore needs 24 GB of disk space.

The menu item “Parameters (Sim).” opens the simulation parameter dialog (see subsec-
tion [A.3.1)) if it is closed. Analoguously, the menu item “Parameters (Image)” opens the
display parameter dialog (see subsection [A.3.2)).

The submenus “File” and “Save Image” are discribed in the following paragraphs:

The File menu

The menu “File” contains the menu items “Read OSSRF data file”, “Save OSSRF data
file”, “Save 2d Pictures” and “Close”. A click on “Save OSSRF data file” opens a dialog
which enables the user to choose a directory and specify a filename to which the numerical
data of the currently displayed OSSRF should be saved (see ﬁgure. This enables the
user to view a certain simulated OSSRF again later, or to share it with other users. In
the same way, a click on “Read OSSRF data file” opens a dialog which allows to choose
a file from which a saved OSSRF can be loaded (instead of simulating a new one). With
the menu item “Save 2d Pictures”, the user can export the OSSRF to a series of .png
picture files (if the corresponding option has been chosen in the simulation parameters
dialog, this action is started automatically after the simulation of the OSSRF, compare
the description in subsection [A.3.1] Using this menu item, the export tho the picture
files can also be done at a later time). A click on the “Close” menu item closes the
program (without asking for confirmation!).
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The Save Image menu

Using the items in the “Save Image” menu, the projection of the three-dimensional
OSSRF, which is shown in the program window, can be saved to a .jpg or a .png file.
The menu and its items is identical to the corresponding menu in the module for two-
dimensional OSSRF's (compare subsection [A.2.3)).

A.3.4 Mouse and keyboard commands in the main window

The projection of the OSSRF in the program window can be changed by mouse move-
ments while a mouse button is pressed, and by keyboard commands. The image of the
OSSREF is rotated by moving the mouse over the window while the left mouse button
is pressed. If the right mouse button is pressed, then a vertical movement of the mouse
increases or decreases the size of the projection (zoom in / out). The keys which are
accepted by the program window as commands to the OSSRF projection are listed in
table (the program window must have the input focus, which means for example
that after an input to the image parameter dialog, the main window must be clicked in
order to regain the focus, before accepting keyboard commands).

A.3.5 Progress display

In the status bar (at the lower edge of the program window), the progress is displayed
during calculations. The progress display in the 3d module is the same as for the 2d

module (see subsection |A.2.5]).
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(. FONG) Parameters (Simulation)
alpha: |2.0 H: 0.7 rho: | 2.0
D: 0.1 M: 64 N: 1
Eigenvector vl: 1.0 0.0 0.0 Eigenvalue al: 1.0
Eigenvector v2: 0.0 1.0 0.0 Eigenvalue a2: 1.0
Eigenvector v3: 0.0 0.0 1.0 Eigenvalue a3: 1.0
Cl: 1.0 c2: 1.0 C3: 1.0

@ Harmonizable () Moving Average

1 Save 2d Pictures

0K Cancel

Figure A.7: The Parameter dialog for the simulation of three-dimensional OSSRFs.

00 OSSRF 3d

File Save Image Simulate OSSRF Parameters (Sim.) Parameters (Image) Info

Step 3: FFT
Time (ela/rem/toty: 65 / 8 / 73  Mem in MB {use/max): 1020 / 1977 BE%

Figure A.9: Main menu and status bar.
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Key | Function
1 Switch to parallel projection.
2 Switch to perspectivic projection.
3 | Switch to anaglyph projection (red/cyan 3D glasses needed)
B, b | Switch between black and white background.
0 Reset transformation matrix to unit matrix,
i.e. undo all rotations
+ | Magnify image (zoom in )
- | Reduce image (zoom out)
(only relevant in anaglyph projection mode:)
e Decrease distance between eyes.
E | Increase distance betwee eyes.
f | Leave full screen mode.
F | Enter full screen mode.
p | reduce size of pixels.
P | increase size of pixels.
Q | Close (Quit) program.
(not relevant in parallel projection mode:)
w | Decrease distance between eyes and origin.
(stronger perspectivic deformation)
W | Increase distance between eyes and origin.
(less perspectivic deformation)
x | Rotation of the OSSRF about the X-axis
X | Rotation of the OSSRF about the X-axis (opposite direction)
y | Rotation of the OSSRF about the Y-axis
Y | Rotation of the OSSRF about the Y-axis (opposite direction)
¢ | Rotation of the OSSRF about the Z-axis
C | Rotation of the OSSRF about the Z-axis (opposite direction)

Table A.2: Keyboard commands for the display of 3d OSSRFs.




A.4 The option.txt file

A.4 The option.txt file

Some additional constants of the program, which are not set in a parameter dialog (e.g.
the name of the directory in which the temporary files are stored, or the filenames of
temporary files), can be read from a text file called “option.txt” which has to be in the
program folder in order to be found. This file allows to change these settings without
editing the source code and compiling again. If this file is not found, certain default
settings are used.

The file “option.txt” may, for example, look like this:

## DO NOT EDIT THE TEXT BEFORE THE ’=’-SIGN !!!
##

DIRNAME_PICTURES=pictures

DIRNAME_CACHE=cache
FILENAME_OSSRF_DATA=ossrf_data3d
FILENAME_POINTS=points3d

FILENAME_PICTURES=img

## simulation mode for 2d ossrf:

## "8byte" / "64bit" or "4byte" / "32bit"
2D_VARIANT=8byte

## number of parallel processes in simulation methods
## which support parallel computation

## (an integer number)
NUMBER_OF_PARALLEL_PROC=1

Lines which set a constant, have the format “KEY=value”, without any whitespaces. The
key, including the “="-sign, has to be written exactly as in the example file, only the val-
ues after the “="-sign may be changed. The constants to be read from the “option.txt”-
file are summarized in table [A.3]
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Key

Meaning

DIRNAME_PICTURES

Name of the directory to which the series of
2d pictures are exported from a 3d OSSRF.

FILENAME_PICTURES

Name of the files of the 2d pictures which are
generated from the 3d OSSRFs.

DIRNAME_CACHE

Name of the directory into which temporary
files are stored (the directory and its contents
may be deleted after closing the program).

FILENAME_OSSRF_DATA

Name of the (temporary) file(s) into which
large 3d OSSRF's are stored.

FILENAME_POINTS

The name of the file to which the dis-
played points in the projection of a three-
dimensional OSSRF are saved.

2D_VARIANT

Sets whether the OSSRF data of two-
dimensional OSSRF should be stored in
32bit (float) or in 64bit (double) floating
point variables. Using 32bit (4byte) variables
allows the simulation of larger OSSRF in a
certain amount of RAM.

NUMBER_OF_PARALLEL_PROC=1

Some parts of the simulation of harmoniz-
able OSSRF' can be split into several paral-
lel processes, in order to use more than one
CPU core, and thus accelerate the compu-
tation. This parameter determines into how
many parallel threads the computation is dis-
tributed (a value of 1 means “no parallel
computation”, a value of 2 uses both cores
of a dual-core system, etc.)

Table A.3: Parameter names in the file “option.txt”.
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Contents of the attached CD

e Java: This directory contains the Java implementation (“OSSRFSIM”) of the
simulation algorithms.

— intro_pictures: This directory contains some example pictures which are
used in the “Start”-window (when starting the program) and in the “Info”-
window.

— javadoc: This directory contains the javadoc-files (short documentation of
the java classes, in the HTML format) which have been generated from the
source files (start with indez.html to view the documentation).

wk

— ossrfsim: This directory contains the “*.class” Java bytecode files of the Java

implementation.

Under MacOS, the module for the simulation of two-dimensional OSSRF can
be started by a double click on OSSRFWindowZ2d.class, and the module for
three-dimensional OSSRF by a double click on OSSRFWindow3d.class. Under
all common operating systems (including all versions of Windows, MacOS
or Linux), each module can be started in a command line shell, e.g. the
“2d”-module by the command “java OSSRFWindow2d”. Using the parameter
“XmxMSIZE”, the maximal available memory space for this program can
be specified to be MSIZE, for example a maximal amount of 2 GB by the
call “java -Xmx2048M OSSRFWindow2d”. However, it is recommended to
start the program using the “START”-file in the program directory (then the
maximum amount of memory can be specified in the start window, see section

A1),

— src: This directory contains the

[13

* java” source files of the Java project.

— options.txt: A textfile which can be used to set some options for the Java
implementation (see section [A.4]).
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— START .class: This file can be used to start the Java program: Open a
command line shell, go to this folder and call “java START”. Under MacOS,
the program can alternatively also be started by a double click on this file

(see section [A.1)).

e Matlab: This directory contains the Matlab implementations of the simulation
algorithms (see section and of the estimation algorithm of chapter

— ossrf_2d: This directory contains the Matlab implementations of the simula-
tion algorithms for two-dimensional OSSRFs (see subsection [6.1.1]).

*

*

ossrfgui2d.fig: GUI definitions for ossrfgui2d.m.

ossrfgui2d.m: A graphical user interface to input the parameters for
a 2d OSSRF, and start its simulation. It uses simuH2dl or simuM2d
(depending on the type of the OSSRF) for the simulation.

ossrfH2d.m: Simulates a harmonizable OSSRF. Parameter values are
defined in the source code at the beginning of the file. It uses simuH2ds
or simuH2dl (depending on the size of the OSSRF) for the simulation.

ossrfHi2d.m: The same as ossrfH2d.m, except that parameter values
are requested as user input on the Matlab command line rather than
specified in the source code.

ossrfHs2d.m: Simpler version of ossrfH2d.m for a small OSSRF. It uses
the function simuH2ds for the simulation and should not be used for large
OSSRF with M > 2000.

ossrfM2d.m: Simulates a harmonizable OSSRF. Parameter values are
defined in the source code at the beginning of the file. It uses simuM2d
for the simulation.

ossrfMi2d.m: The same as ossrfM2d.m, except that parameter values
are requested as user input on the Matlab command line rather than
specified in the source code.

simuH2dl.m: Function for the simulation of middle and large 2d har-
monizable OSSRF's. It should be used by calling one of the ossrf*.m-files.

simuH2ds.m: Function for the simulation of small 2d harmonizable OS-
SRFs. It should be used by calling one of the ossrf*.m-files.

simuM2d.m: Function for the simulation of 2d moving-average OSSRF's.
It should be used by calling one of the ossrf* m-files.



— ossrf_3d: This directory contains the Matlab implementations of the simula-
tion algorithms for three-dimensional OSSRF's (see subsection [6.1.2).

*

displayossrf3d.m: Function for the display of 3d OSSRFs. It is used by
ossrf3d.m and ossrfguidd.m.

ossrf3d.m: Simulates a 3d OSSRF. Parameter values are defined in
the source code at the beginning of the file. It uses one of the simu*-
functions (depending on the specified parameters) for the simulation,
and displayossrf3d for the presentation of the OSSRF.

ossrfguidd.fig: GUI definitions for ossrfgui3d.m.

ossrfguidd.m: A graphical user interface to input the parameters for a
3d OSSRF, and start its simulation. It uses one of the simu*-functions
(depending on the specified parameters) for the simulation, and dis-
playossrf3d for the presentation of the OSSRF.

simuH3dl.m: Function for the simulation of middle and large 3d harmo-
nizable OSSRF's. It should be used by calling ossrf3d.m or ossrfgui3d.m.

simuH3ds.m: Function for the simulation of small 3d harmonizable OS-
SRFs. It should be used by calling ossrf3d.m or ossrfquidd.m.

simuM3d.m: Function for the simulation of 3d moving-average OSSRF's.
It should be used by calling ossrf3d.m or ossrfgui3d.m.

— ossrfestim_ala2vlv2alpha: This directory contains the Matlab implemen-
tation of the estimation algorithm (for two-dimensional, harmonizable OSS-

RFs, see section .

*

*

*

diff SqrSum.m: The function for the calculation of the “sum of squares”,
which has to be minimized. It is used by runFEstimation.m.

gen2Dharmo.m: The function for the simulation of 2d harmonizable
OSSRFs. It is used by runEstimation.m to create the OSSRF whose
parameters have to be estimated.

runEstimation.m: The main file of the estimation test program.

Additionally, each directory contains the three files of the rstab-package by Prof.
Vandev from the University of Sofia (i.e. the files d2.m, rstab.m and tan2.m).

e thesis.pdf: This thesis in the form of a PDF file.
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List of symbols and abbreviations

Special symbols

-1,

Soc
Sa
{k}"

—

k

3"

Ag

<zy>

X ~ Sa(o, B, 1)

The positive integers {1,2,3,...}

The non-negative integers NU {0} = {0,1,2,3,...}
The integer numbers {...,—2,—1,0,1,2,...}

The real numbers

The complex numbers

The pnorm [[#]], = (S0, o) " for £ € B2, p € [1,00)
The maximum-norm ||X||o := max;<;<4(z;) for X € R?
The || - ||oo-unit-sphere ( S := {z € R?: ||2||0c = 1})
The || - |]o-unit-sphere ( Sy := {z € R" : ||z[|; = 1})

The vector of length n, all of whose elements have the value k, i.e.
{k}* = (k,..., k)T (n components)

The vector (ki, ..., kg)T"

The vector k- D = (k1 - D, ... kq- D)"

The hypercube [k; - D, (k1 +1)- D) x ... X [kqg- D, (kq+1)- D)
The scalar product (“dot product”) of the vectors x and y.

The random variable X is distributed according to an a-stable
distribution with shape parameter (3, scaling parameter ¢ and lo-
cation parameter .

RA\{0}.
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Frequently used abbreviations

OSSRF
I.v.
DFT
FFT
mio.

bio.

XIV

operator scaling stable random field
random variable

discrete Fourier transform

fast Fourier transform

million (= 109)

billion (= 10?)
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